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Abstract—Modern intrusion detection systems (IDS) are de-
ployed in high-speed networks. Thus, they must be able to process
a large amount of data in real time. This raises the issue of
performance and required an evaluation of these IDS.

We present in this paper an evaluation approach, based on
a series of tests. The aim is to measure the performance of the
components of an IDS and their effects on the entire system,
as well as to study the effect of the characteristics of the
deployment environment on the operation of the IDS. So, we
have implemented the IDS SNORT on machines with different
technical characteristics and we have designed a network to
generate a set of experiments to measure the performances
obtained in the case of a deployment in high-speed networks
. These experiments consist in injecting various traffic loads,
characterized by different transmission times, packet numbers,
packet sizes and bandwidths, and then analyzing, for each
situation, the processing performed on the packets.

Our experiments have revealed the weaknesses of the IDS in a
precise way. Mainly, the inability to process multiple packets and
the propensity to deposit, without analysis, packets in high-speed
networks with heavy traffic. Our work also determined the effect
of a component on the entire system and the effect of hardware
characteristics on the performance of an IDS.

keywords – Intrusion Detection System, SNORT, Performance
Evaluation, Traffic, Packet Dropped.

I. INTRODUCTION

For many years attacks made on networks have risen dra-
matically. The major reason for this is the unlimited access to
and use of software by inadequately trained people. Network
disruptions may be caused intentionally by several types of
directed attack. These attacks are made at various layers in the
TCP/IP protocol suite, including the application layer. Besides
the external body, attacks can be made on the network by the
internal body as well. However, an IDS is considered to be one
of the best technologies to detect threats and attacks. IDSs have
attracted the interest of many organisations and governments,
and any Internet user can deploy them.

The evaluation of intrusion detection systems is a chal-
lenging task; it requires a thorough knowledge of techniques
relating to different disciplines, especially intrusion detection,
methods of attack, networks and systems, technical testing and
evaluation [1], [2]. What makes the evaluation more difficult is
the fact that different intrusion detection systems have different
operational environments and can use a variety of techniques
for producing alerts corresponding to attacks.

In practice, most of IDSs suffer from several problems,
taking into consideration the large number of false positives

and false negatives, and the evolution of attacks. All these
problems increase the need of implementing an IDSs evalua-
tion system. In this context, many attempts took place [3], [4],
[5], [6], [7], [8], [9].

We present in this paper an evaluation approach, based on
a series of tests. The aim is to measure the performance of the
components of an IDS and their effects on the entire system,
as well as to study the effect of the characteristics of the
deployment environment on the operation of the IDS. So, we
have implemented the IDS SNORT on machines with different
technical characteristics and we have designed a network to
generate a set of experiments to measure the performances
obtained in the case of a deployment in high-speed networks
. These experiments consist in injecting various traffic loads,
characterized by different transmission times, packet numbers,
packet sizes and bandwidths, and then analyzing, for each
situation, the processing performed on the packets.

In the remaining sections of this article, we quote related
works in Section 2. We discuss the proposed evaluation
approach for evaluating performances of IDS in Section 3.
In Section 4, we present the results and evaluation. Finally,
we end up our paper with a conclusion and future works in
the 5 section.

II. THE PROPOSED APPROACH FOR EVALUATING
PERFORMANCES IDS

A. Performance Test

To measure the performance of the IDS components. We
focus on the IDS SNORT [10], [11] capability as a network
intrusion detection system as we aim to see how many packets
could be analysed by SNORT under varying conditions. It
has been shown previously that in high speed and heavy
load conditions, some packets are dropped (skipped or not
processed) [8], [5]. In the proposed experiments SNORT
analyser is not set up to perform actions based on user defined
rules. It simply analyses and identifies the packets.

B. Test scenarios

These scenarios were designed to test the performance of
SNORT on different station. IDS were subject to the same
tests and under the exact same conditions. In order to get
more accurate results, we consider the following scenarios :

• Scenario 1 : High speed traffic : we have sent the
packets (1KB in size) at different transmission time
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Fig. 1. Network test for scenario

frames (1, 4, 8 and 16 ms), to analyze the system response
within high speed traffic.

• Scenario 2 : Heavy traffic : we have sent the different
sets of packets having different volumes (100, 1000, 5000
and 10000), to analyze the system response within heavy
traffic.

• Scenario 3 : Large data traffic : we have sent the
different sizes (lengths) of packets (128, 256, 512 and
1024 bytes), to analyze the system response in case of
large data traffic.

• Scenario 4 : Traffic bandwidth : we have generated
traffics with different bandwidth (250 Mbps, 500 Mbps,
1.0 Gbps and 2.0 Gbps), to analyze the system response
according to traffic bandwidth.

C. Test Bench
To perform those tests, we selected the SNORT version

2.9.7.2. And we have created a network including a computer
connected to our platform for supervising operations and
gathering results. The network is composed of 14 computers
(table I), depending on our need of generating (running both
open source tools and commercial tools) smaller packet size
on high traffic speeds. All these computers are connected
via Cisco Catalyst Series 2960-G switch using 24 ports of
1 Gigabit Ethernet desktop connectivity as shown in figure 1.

D. Packet generation
The performance of TCP, and UDP protocols was measured

when running over the IPv4 header. The LAN traffic generator
(WinPcap and Packets Generator tool) were used to vary the
type of traffic in terms of IP header protocol (TCP, and UDP),
speed, the number of packets and packet size. The traffic
generator was used to send a packet of various sizes (128,
256, 512 and 1024 Bytes) that contain data and other attacks.

E. Performance Metrics
Performance metrics are used in the experiments to measure

the ability of the SNORT to perform a particular task and to
fit within the performance constraints. These metrics measure
and evaluate the parameters that impact SNORT performance.
The following aspects were measured in the experiments. The
metrics are the percentages of the total packets processed by
system SNORT. The specific metrics used are shown in Table
II.

TABLE I
NETWORK COMPONENTS SPECIFICATIONS TEST SCENARIOS

Machine Hardware Description Operating
System Tools used

Generator
Dell T1650 µp i3, 4GB
RAM, 1Gbps network
card

Windows
7 / Debian
8

LAN Traffic
Generator
(TCP and
UDP)

SNORT1

DELL PowerEdge R910 4
x Intel Xeon E7-4820 8
core 2Ghz, 64GB RAM,
Network card Broadcom
57711(2 x 10 GbE et 2 x
1 GbE)

Debian 8 SNORT

SNORT2

Station HP Z620 Intel
Xeon E5-1607 4 core,
12GB RAM, Intel(R)
82579LM Gigabit
Network Connection

Windows
Server
2008 R2

SNORT

SNORT3

Station HP Z620 Intel
Xeon E5-1607 4 core,
12GB RAM, Intel(R)
82579LM Gigabit
Network Connection

Debian 8 SNORT

SNORT4
Dell T1650 µp i3, 4GB
RAM, 1Gbps network
card

Debian 8 SNORT

SNORT5
HP Pro 3010 Intel Core
2 Duo E7500, 4GB RAM,
1Gbps network card

Debian 8 SNORT

TABLE II
DESCRIPTION OF PERFORMANCE METRICS

Performance
metrics Description

Packets captured
(PCA) The number and percentage of packets received.

Packets analysed
(PAN)

The number and percentage of packets analysed from
the total packets captured.

Packets dropped
(PDR)

The number and percentage of the packets dropped
from the total packets captured.

III. SENARIOS RESULTS AND EVALUATION

A. Scenario 1: SNORTs response to high-speed network traffic

For this scenario, we sent ∼=60000 packets 1KB in size
(∼=40000 TCP, and ∼=20000 UDP) at different transmission
time frames (1ms, 4ms, 8ms, and 16ms) for the five systems
(SNORT1, SNORT2, SNORT3, SNORT4 and SNORT5).
Table III shows the SNORT output and results of experiments.

In this experiment we notice that SNORT analysis perfor-
mance decreased as the speed of transmission was increased.
We deduce that the components ability of analysis becomes
weaker as we increase the transmission speed.
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TABLE III
SAME NUMBER OF PACKETS BUT DIFFERENT TRANSMISSION TIME FRAMES

Traffic SNORT1 SNORT2 SNORT3 SNORT4 SNORT5

Type 1ms 4ms 8ms 16ms 1ms 4ms 8ms 16ms 1ms 4ms 8ms 16ms 1ms 4ms 8ms 16ms 1ms 4ms 8ms 16ms

TCP
PCA 40256 40925 41013 41002 40769 40953 40831 40726 40081 41007 40913 40993 40081 41007 40913 40993 41952 42018 42006 42003

PAN 21016 29672 36821 40981 21361 29351 36425 40685 21031 29462 36521 40981 21031 29462 36521 40981 11231 21380 31211 41902

PDR 19240 11253 4192 21 19408 11602 4406 41 19050 11545 4392 12 19050 11545 4392 12 30721 20638 10795 101

UDP
PCA 20098 20101 20017 20006 20061 20045 20081 20092 20119 20007 20103 20017 20143 20089 20071 20069 20023 20089 20011 20039

PAN 10528 14539 17898 19997 10439 14296 18002 20027 10486 14237 17901 19987 7951 12187 15933 19977 5391 10238 14889 19926

PDR 9570 5562 2119 9 9622 5749 2079 65 9633 5770 2202 30 12192 7902 4138 92 14632 9851 5122 113

Fig. 2. Results: Packets (PCA, PAN, PDR (%)), Different bandwidth traffic

B. Scenario 2: SNORTs response to heavy-traffic networks

Here, the transmission rate of packets was kept to the same
speed of 16 ms time frame, choosen in order to avoid droppin
packets as shown in previous experiment. So we will obtain
a fair analysis of different numbers of packets (each packet
carried 1024). We sent 100, 1000, 5000, and 10000 packets
sets at 16 ms time frame. Table IV show the SNORT output
and results of the experiment.

This experiment shows that as the number of packets
increases, more packets are dropped (Figure ??).

C. Scenario 3: SNORTs response to large packets

For this experiment, the number of packets was kept to the
same value (∼=30000) and the same speed (16ms) to obtain a
fair analysis of different sizes (lengths) of packets which are :
128, 256, 512 and 1024 bytes. Table V show the performance
detection results.

In this experiment we realize that more packets will be
dropped as packet size increases.

D. Scenario 4: SNORTs response to traffic bandwidth

Test scenarios were designed to assass the SNORT perfor-
mance on different Computers. IDSs were subject to the same
tests and under the same conditions. The test was performed
for the speed ranging from 250Mbps, 500Mbps, 1.0Gpbs and
2.0Gbps. Figure 2 show the performance detection results.

This experiment demonstrated that more packets will be
dropped as bandwidth increases.

E. Discussion of results

Test scenarios were designed to evaluate the SNORT per-
formance on different computers. IDS were subject to the
same tests and under the same conditions. In order to get
more accurate results, all IDS in scenario 1, were tested with
different transmission time frames (1ms, 4ms, 8ms, and 16ms).
When, all systems were tested with number of packet (100,
1000, 5000, and 10000) in scenario 2. In scenario 3, all
systems were tested with packet sizes (128, 256, 512 and 1024
bytes). Finaly, all systems were tested for the speed ranging
from 250Mbps, 500Mbps, 1.0Gpbs, and 2.0Gbps.

On the basis of the results obtained from the four experi-
ments, we noticed an increase of rejected packets number for
all five environments, either with a lessening of transmission
time in Scenario 1, or with an increase of packets number in
Scenario 2, or increased packet size in Scenario 3, or with the
increase in bandwidth in Scenario 4.

Our experiments have revealed the weaknesses of the IDS
in a precise way. Mainly, the inability to process multiple
packets and the propensity to deposit, without analysis, packets
in high-speed networks with heavy traffic. Our work also
determined the effect of a component on the entire system
and the effect of hardware characteristics on the performance
of an IDS within the environment SNORT4 and SNORT5.
Hence, the problem is not primarily related to the physical
characteristics of the deployment environment, but rather to the
limitations of the IDS itself, so we have to look for a solution
which will combine the IDS with other network components
to improve the efficiency of our system.

IV. CONCLUSION

This research has focused on ways of determining the
efficacy of the performances concept for IDS in high-speed
network environments. The test scenarios employed involved
the use of the widely deployed open-source IDS, namely
SNORT. The results obtained have shown a number of signifi-
cant limitations in the use of IDS, where both packet-handling
and processing capabilities at different traffic loads were used
as the primary criteria for defining system performance. We
have further shown that performance is further degraded as
the traffic is increased, irrespective of the host hardware used.
Furthermore, we have demonstrated a number of significant
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TABLE IV
SAME TRANSMISSION TIME FRAME BUT DIFFERENT NUMBER OF PACKETS

SNORT1 SNORT2 SNORT3 SNORT4 SNORT5

100 1000 5000 10000 100 1000 5000 10000 100 1000 5000 10000 100 1000 5000 10000 100 1000 5000 10000

PCA 103 1013 5008 10003 105 1007 5003 10006 109 1005 5011 10019 111 1010 5018 10021 104 1011 5019 10031
PAN 103 807 3508 5231 105 804 3511 5221 109 801 3541 5291 111 706 2845 4883 104 623 2549 4321
PDR 0 206 1500 4772 0 203 1492 4785 0 204 1470 4728 0 304 2173 5138 0 388 2470 5710

TABLE V
SAME TRANSMISSION TIME FRAME BUT DIFFERENT SIZE OF PACKETS

SNORT1 SNORT2 SNORT3 SNORT4 SNORT5

128 256 512 1024 128 256 512 1024 128 256 512 1024 128 256 512 1024 128 256 512 1024

PCA 30002 30005 30009 30007 30011 30008 30027 30013 30017 30015 30027 30004 30018 30013 30019 30009 30021 30014 30025 30012
PAN 30002 28691 24613 20017 30011 28461 24601 19723 30017 28453 24521 19588 30002 26262 21789 14872 29721 25721 18231 9731
PDR 0 1314 5396 9990 0 1547 5426 10290 0 1562 5506 10416 16 3751 8230 15137 300 4293 11794 20281

differences in the performance characteristics of the five dif-
ferent environments in which SNORT was deployed.

This work has identified specific and replicable bottlenecks
in commonly used implementations IDS in high-speed net-
works. The results obtained can be taken as a benchmark for
improving the performance of these systems in future research
work.
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