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Abstract—Classical cryptographic algorithms has
been widely studied by both scientists and hackers.
Consequently, scientists are now trying to explore and
find new algorithms to protect information against
unauthorized access, security information and data be-
comes an important skills. Due to the increasing use of
images in embedded systems and many domains such as
industrial and medical.In this paper we propose a light
weight method to encrypt and decrypt image using a
combination between chaotic attractor of Henon and
hopefield neural networks. Simulations show that the
proposed encryption method is effective and has a high
speed and level security.
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I. Introduction

Encryption is a common technique to uphold image
security. Image and video encryption have applica-

tions in various fields including internet communication,
multimedia systems, medical imaging, Tele-medicine and
military communication [1]. The data of image could also
be used by hackers that it may cause uncountable losses
for the owner of images, to avoid these problems, it has
become necessary and imperative to encrypt digital images
before sending them. Traditional encryption algorithms
such as DES (Data Encryption Standard), RSA (Rivest,
Adi Shamir and Leonard Adleman) and AES(Advanced
Encryption Standard) are not suitable design for image
encryption due to some intrinsic features images such
as the strong correlation between adjacent pixels, size,
high redundancy. Moreover, these algorithms require more
than the usual expected computation time and power
while performing image encryption [2].To provide a better
solution to image security problems, many methods for
image encryption have been proposed such as which use
chaotic systems that provide a good combination of speed
performance and high security level. Many scientists have
investigated and analyzed many chaos-based encryption
algorithms in [3], [4], [5] and [6], all these works have
been realized with the motivation of chaotic properties
such as the sensitive on initial conditions and systems
parameters, topological transitivity, nonperiodicity and
pseudo-random property, other scientists has been going

to use neural networks (NN), hopefield neural networks
(HNN) [7], [8], [9], [10] for encryption algorithms seen
an important role in information security for encryp-
tion/decryption of either text and Multimedia data, more-
over (HNN) are the ability to generalize results obtained
from known situations to unforeseen situations, the fast
response time in operational phase, the high degree of
structural parallelism, reliability, and efficiency [11], how-
ever the traditional cryptography methods and algorithms
based on discrete mathematics which is very complex to
implement and explore for image encryption. In this paper
we propose a new cryptosystem using the combination
between Henon attractor and hopefield neural networks
to encrypt and decrypt image, the proposed algorithm is
divided into two stages confusion and diffusion and re-
spect classic Shannon requirement’s[12]. In simulation the
results illustrated show that our cryptosystem is efficient.

II. Models description
A. Henon map

The Henon map is a 2-D iterated map with chaotic
solutions [13]. Its mathematical expression is given by Eq
(1)  xv+1 = yv − ax2

v

yv+1 = bxv

(1)

where x and y are the state variables, and the values of
x and y at the vth iteration are denoted by xv and yv
respectively. To keep the map under chaotic state, the
control parameters a=1.4 and b=0.3. In the proposed
cryptosystem, Henon map is injected into neural model.
B. Neural model

A model describing the dynamics of the activity of
neurons is described as follows [14] and he is given by Eq
(2)  ẇ = −w

τ + f(qz)f(pw) + I

ż = αz + αf2(pw)
(2)

where α = 1
B , p q are the positive constant, B is a time

constant and I is an input signal.
f(x) = 3xexp( −x2

2 ) , I(t) = ε(sinωt)
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C. Neural-chaos model
The used model of chaotic sequence in our cryptosystem

is given by Eqs (3) and (4)
(1) −→ f1(x, y) , (2) −→ f2(w, z) U = f2of1 = (f1(x, y), f2(w, z))

V = f2of1 = (f1(x, y), f2(w, z))
(3)

 U = −f(x)
τ + f(qf(y)) + f(pf(x)) + I

V = αf(y) + αf2(pf(x))
(4)

III. Proposed image encryption/decryption
algorithm

A. Image encryption process
In the proposed encryption algorithm, the image is

encrypted using the combination of chaotic attractor of
Henon and hopefield neural networks(HNN) as shown in
Figure 1. Image AN×N is loaded then we injected into
confusion stage to permute the plainimage pixels without
performing any change in their values while diffusion the
scrambled image are XORED by chaotic matrix generated
by chaos and hopefield neural networks to modify the
values of each pixel to obtain ciphered image ACRN×N .
Chaotic-neural sequence map can be defined by Eqs. (3)
and (4) respectively.
Chaotic-neural sequence can be defined for an image
N ×N .Its is given by Eq (5) Ui+1 = (K.Ui)mod256

Vi+1 = (K.Vi)mod256
(5)

Where 1 6 i 6 N , K is an external integer key and U,V
are the neural-chaotic state variables, and the values of
U and V at the ith iteration are denoted by Ui and Vi
respectively.

1) Permutation pixels stage: The permutation pixels
is the first stage of our encryption algorithm after the
generation of two chaotic index sequence Ui and Vi to
ensure permutation. Equation (5) is used to generate
the index sequence of permutation which used for pixels
permutation based on the ascending sorting of the chaotic-
neural sequence, the initial condition of chaotic attractor
is derived from parameters of chaotic neural sequence and
input integer key.

2) Diffusion pixels stage: The modification gray-scale
pixels values are the final stage to get a ciphered image,
in this stage two chaotic sequences are generated using the
same equation used in permutation stage except that we
iterate each sequence N×N

2 time.
Then we merge these two chaotic sequences into one

vector named VS having N ×N values to create a chaotic
matrix MIi,j using Eq (6)

MIi,j = reshape(V S, [N,N ]) (6)

Fig. 1. Global architecture of proposed cryptosystem

Adapt matrix MIi,j by Eq (7) such that each element of
level gray it ranges in [0,255].

MIi,j = (round(105MI(i, j)))mod256 (7)

Finally compute the matrix MIi,j with permuted image
APi,j to obtain a ciphered image. the output of ciphered
image is given by Eq (8)

ACR = AP ⊕MI (8)

Where ⊕ denotes the exclusive OR operation bit-by-bit

B. Image decryption process
The decryption process is the reverse operation of the

encryption process. Using the secret keys, we can generate
two chaotic index sequences and the same chaotic matrix
MI in encryption process .The decryption algorithm also
consists of two stages. First, the cipherimage ACR is de-
shuffled to produce permuted image AP by the chaotic
matrix MI. Equation (9) is given to obtain the permuted
image, then we permute pixels positions using two chaotic
index sequences to obtain the plainimage.

AP = ACR⊕MI (9)

Where ⊕ denotes the exclusive OR operation bit-by-bit

IV. Simulation results and security statistical
analysis

A. Statistical analysis
A good encryption cryptosystem should make the ci-

pherimage confusing enough so that an attacker cannot
explore any useful information from a statistical point of



Fig. 2. Histograms of the plainimage and cipherimage

view. This requires of the cryptosystem has good random-
ness, and a chaotic sequence is very important to meet
that. Here, we illustrate statistical analysis from four indi-
cators: the histograms, correlations of two adjacent pixels,
the information entropy and the differential attacks.

1) Histogram of ciphered image: The image histogram
show how pixels in an image are spread by drawing
the number of pixels at each color intensity level.The
construction and computation of the histograms of the
several cipherimages and their plainimages. We select
several gray-scale images (256 × 256) having different
contents, one example of Lena image is shown in Figure 2.
In the histogram of the ciphered image we can remark
that is uniform and is significantly different from that
of the original image. Moreover, it does not exist any
trace to employ any statistical attacks on the image under
consideration.

2) Correlation of two adjacent pixels: We compute
the correlation coefficients of adjacent pixels for both
plainimage/cipherimage . This is done through estimating
the correlation among two vertically adjacent pixels, two
horizontally adjacent pixels and two diagonally adjacent
pixels in original and corresponding encrypted image. We
select randomly 2000 pairs of two adjacent pixels from the
image. Then, we compute correlation coefficients by the
following Eq (10)

cov(x, y) = E(x− E(x))(y − E(y)) (10)

Where x and y are gray-scale values of two adjacent pixels
in the image. Figure 3 show the correlation distribution
for 2000 pairs of horizontally adjacent pixels in one
plainimage (Lena), and its corresponding cipherimage
with the proposed algorithm for image encryption. A

TABLE I
Correlation coefficients comparison of the proposed

algorithm for image encryption with others, we adopt that
(1):image name (2):direction of adjacent pixels

(3):correlation plainimage and (4):correlation of
cipherimage

(1) (2) (3) (4) [17] [18]
Lena Horizontal 0.9961 0.0021 0.0802 0.032

Vertical 0.9928 0.0037 0.0706 0.027
Diagonal 0.9841 0.0017 0.0738 0.038

Baboon Horizontal 0.9090 0.0012 0.0773 NA
Vertical 0.8250 0.0018 0.0770 NA
Diagonal 0.7331 0.0011 0.0693 NA

Man Horizontal 0.9878 0.0021 NA NA
Vertical 0.9783 0.0028 NA NA
Diagonal 0.9687 0.0019 NA NA

comparison between correlation coefficients for horizontal,
diagonal and vertical directions of both plainimages and
cipherimages for three digital images (Lena, Baboon
and plane) using the proposed image cryptosystem with
chaotic attractor of Henon and neural networks is shown
on Table I. Figure 3 show that the two adjacent pixels
in the plainimages are strongly correlated however in the
cipherimages, there is very low correlation between the
two adjacent pixels for all images encrypted using our
proposed algorithm for image encryption.
According to the values of correlation listed in Table I
our proposed algorithm have a minimum absolute value
of correlation coefficient in all used images for encryption
test, it mean our cryptosystem is secure and efficient.

3) Entropy information: Entropy information is a
mathematical theory for data communication and storage.
Now, information theory is interested with correction of
errors, compression of data and cryptography the entropy
H(m) is computed by Eq (11)

H(m) =
2N −1∑
i=0

P (m) log2
1

P (mi)
bits (11)

where P(mi) is the probability of symbol mi and the
entropy is measured in bits. The entropy analysis test
are executed on three images test, the Table II show the
result it mean that the proposed cryptosystem for image
encryption is nearly to proved theoretical entropy value
which equals 8, to conclude that our cryptosystem respect
to the entropy attack.
Table II show different values of entropies.

4) Differential attacks: Based on principles of cryptol-
ogy, a good encryption algorithm should be sensitive to the
plaintext sufficiently [15]. The sensitivity of the encryption
algorithm can be quantified as Number of Pixels Change
Rate (NPCR) and Unified Average Changing Intensity



TABLE II
Entropies analysis of the proposed image cryptosystem

Image test Lena Baboon Man
Entropy 7.9963 7.9848 7.9915

Fig. 3. Correlation of two horizontally adjacent pixels; (a) in the
plainimage, and (b) in the cipherimage

(UACI).NPCR UACI are computed using Eqs (12) and
(13) respectively.We can easily show different values of
plaintext sensitivity on Table III.

NPCR = 1
M ×N

M∑
i=1

N∑
j=1

G(i, j)× 100% (12)

UACI = 1
M ×N

(
M∑
i=1

N∑
j=1

|Q1(i, j)−Q2(i, j)|
255 )× 100%

(13)
where M and N represent the width and height of the
image respectively, Q1 and Q2 are cipherimage before and
after one pixel is changed of one plainimage. According
to values listed on Table III our cryptosystem is securely
resistant against differential attacks.

B. Key space analysis
A good encryption scheme should be sensitive to the

secret keys, and the key space should be large enough to
make brute force attacks infeasible [16]. The key space in
our cryptosystem is estimated by the number of param-
eters used to drive chaotic hopefield neural network se-
quence.The initial condition and system parameters α, a, b
and an integer Key K. If the precision is about10−16, the
key space is 1064. So its enough to resist attack, moreover
we have Kt = α, a, b,K is the key space in permutation

TABLE III
Values of plaintext sensitivity

Image test NPCR % UACI %
Lena 99.6012 32.9426
Baboon 99.5996 30.0287
Man 99.6182 30.1248

TABLE IV
Running time encryption of the proposed image

cryptosystem

Image Test 256 × 256 512 × 512 1024 × 1024
Time(s) 0.0053 0.0112 0.038

stage with n round is Kn
t , the same in the second stage of

encryption when using m round if Kt we have the key as
Km
t so in our scheme the key take the same space during

encryption with key space Kn
t K

m
t .

C. Performance of the proposed cryptosystem
The implementation of our cryptosystem allows

to estimate the performance of the reported image
algorithms.an indexed image for”lena” is used as a
plainimage.The specifications for utilized PC in all
software implementation and tests were 3.06 GHz
Pentium IV with 160 G hard-disk and 1024 MB of
memory.To encrypt 256 × 256 gray-scale image is about
0.0053 s, our proposed chaotic-neural cryptosystem has a
high speed and he is suitable for embedded systems.
Table IV compare the performance of the proposed image
cryptosystem with different images size.

V. Conclusion
In this work, an efficient, secure and robust cryptosys-

tem for image encryption is reported which is realized
using two main process confusion and diffusion stage using
chaotic neural key.The first stage of confusion is computed
by permuting the pixel position by combination of chaotic
attractor and neural networks, the second stage is the
modification of pixels values controlled by the same chaotic
sequence used in the fist process with a keystream and the
number of iteration n and m respectively for confusion and
diffusion process. Our experimental results show a good
cryptographic features of level security and speed in image
encryption.
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