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Abstract—the sequential association rule mining is an important 

technique to extract an interesting knowledge from database. In 

this article we will use this technique to extract Arabic 

grammatical rules and to provide the relation between the unites 

of sentence. We will exploit the area of a sequential rule to 

extract a meaningful one that give a significant information 

about the relation between the different items.  
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I. INTRODUCTION 

With the massive rise in the information’s volume these 

days, and the emergence requirements for a superior technique 

to access to this information, there has been a strong 

resurgence of interest in data mining research [1]. It consists 

in the extraction of implicit and hidden information from a 

huge amount of data. 

One of the most important and well researched techniques 

of data mining for the extraction of knowledge in large 

database, is the association rules. It intendes to extract 

frequent patterns, interesting correlations, associations or 

casual structures between the sets of items in the transaction 

databases [3]. If we introduce the notion of order between 

items, the extraction should be based on this notion, in order 

to extract a sequential association rules.  

In this paper we propose to use sequential association rules  

to extract grammatical rules. Firstly, we will present the 

complexity of arabic language and the grammatical properties. 

Then we will introduce the notion of association rules and the 

sequential association rules. Finally we will explain our 

approach and presented the obtained results. 

II. ARABIC LANGUAGE 

Arabic language is used by millions of people in north 

Africa and in twenty Middle East countries. It is the fifth 

spoken language in the world [8] [9]. It represents the most 

contemporary spoken Semitic language today with more than 

300 million speakers [10].  

This language is distinguished from the other one by a 

wealth morphological and syntactic system.  It is flexional, 

excessively derivational, and agglutinative language; in fact 

Arabic morphological system can generate many words 

originating from the same radical (root) but they're not 

necessarily semantically convergent. 

The construction of lexical units in the Arabic language and 

their transformation in accordance with the desired meaning is 

so varied. However, the grammatical coherence is ensured by 

analyzing the units’ position and case marking ;for example 

the adjective «النَّعْت» must agree with the nouns in terms of 

number, gender, state of definiteness and grammatical case. 

Also for the definite noun « إسم معرّف  », the name must be 

preceded by the definite article ال.  
Several references exist on the Arabic morphology.  For 

example, [11] and [12] realized a detailed description of the 

grammar and morphology of Arabic language. More recently, 

a description of the principal syntactic structures of the Arabic 

language was developed by [13]. He involves an in-depth 

study on the dependences between words, the order, the 

agreement, and the syntactic disambiguation problem. [14] 

Due to the increasing number of Arabic content on the Web, 

the need for specialized tools to analyze and understand 

Arabic text has emerged. [15] suggested an automatic 

approach of construction of ontology by  using the method of 

“repeated segment” to identify the relevant terms that indicate 

the concepts associated with the domain  then they  used  the 

“co-occurrence” to link these new concepts to the ontology by 

hierarchical or nonhierarchical relations. 

Also the authors of [16] proposed a model for representing 

Arabic knowledge in the Computer Technology domain using 

Ontologies. They combined the traditional and the modern 

Arabic words to serve semantic based search and retrieval of 

Arabic blogs on the Web. 

Among the most known resources, we cite the ARABIC 

WORDNET [17]. In the article [18] authors proposed to 

improve the performance of this resource by using a morpho-

lexical patterns to add semantic relations between synsets. 

These patterns are extracted from Arabic wikipedia corpus, 

composed of 2050 articles. They obtained a set of 135 

morpho-lexical patterns. 

 MADAMIRA [26]., is a system for morphological analysis 

and disambiguation of Arabic language that combines some of 

the best aspects of two previously commonly used systems for 

Arabic processing, 2007) MAda+ Token [23] and AMIRA 

[24]. 
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ASMA [27], is a system for automatic segmentation and 

morphosyntactic disambiguation of Modern Standard Arabic. 

The system ASMA performs both inflectional morpheme 

segmentation and agglutinative clitic segmentation. 

Article [19] involves the problem of detecting and 

correcting hidden semantic spelling errors in Arabic texts. 

This approach is based on the multi-agent architecture: a 

group of syntactic agents to treat syntactical anomalies and a 

group of semantic agents to detect semantic inconsistencies in 

the sentence. 

Moreover, there are a variety of problemes of automatic 

extraction of relationships from Arabic text treated by 

ontology. In [20], authors proposed to implement an enhanced 

version of Hearst’s algorithm and to integrate it into a 

framework. This evaluation takes three directions : first of all, 

the use of a recall metric  for  measuring the correctness of 

extracted patterns  with respect to existing correct ones' then 

the use of a precision metric for measuring the ability of their 

proposed methodology to detect patterns with respect to all 

retrieved information. Finally applying the F-measure that 

denotes the overall accuracy. 

Among the techniques of extraction rules, we find the 

association rules mining that provide the association between 

items in database.   

III. ASSOCIATION RULES MINING 

An Association rule mining is a famous knowledge 

discovery technique for finding association between the  items 

from a transaction database.It represent an implication of the 

form A→B where A and B are an itemsets. The sets of items 

A is called antecedent and B consequent of the rule. It 

provides information about the existing relations between the 

items A and consequent B. It expresses how objects or items 

are related to each other, and how they can be grouped 

together. 

The first step to extract the association rules mining is to find 

out the frequent itemset which is called candida=te items [2]. 

This transaction can be measured in terms of its support 

and confidence.  

The support sup (A → B)  is defined as the relative 

frequency of transactions in the data set D that contains the 

itemset  A and B. 

 

Sup(A → B) = Sup(A ∪ B) =
|{t∈D:A⊆t et B⊆t}|

|D|
             (1) 

 

The confidence conf(A -> B) of a rule measure the 

reliability of the inference given by rules.  

 

                   Conf(A → B) =
Sup(A∪B)

Sup(A)
                            (2) 

 

Then, the important association rules are filtered from the 

candidate itemsets. 

A rules r is available only if sup (A -> B) > minsup and 

conf(A -> B) > minconf  where minsup represents the 

threshold of support  and minconf represents the threshold of 

confidence. These two values are specified by user. 

The strength of the approach mining association rules is the 

exponentially number of rules that can be extracted from a 

variety of data set such as texts, images, sounds … 

For textual data, the Association rules mining are used to 

solve many difficult problems in natural language processing. 

Article [2] has proposed a method based on the Association 

rules in order to remove any ambiguity on the word sense. 

They have used Apriori algorithm to extract the association 

rules between the sense of the ambiguous words and contexts. 

But this method doesn’t consider the temporal dimensions that 

can give more useful descriptions to assign the appropriate 

mining. 

The authors of [4] make a survey about the problem of 

Word sense disambiguation based on association rules to 

determinate the sense which the most association rules 

deduced.  

In [5], Chao Tang has presented a new model for 

grammatical rules mining from Chinese text. This model 

proceeds in three steps; pre-processing, building association 

rules mining and verification of her availability. The 

experimental result shows that the algorithm works better on 

small sentences. 

IV. SEQUENTIAL PATTERNS MINING 

A sequential pattern is represented as a sequence of 

itemsets that occurs sequentially with a specific order. This 

ordered elements or events are stored with or without a 

concrete notion of time. 

The problem of sequential pattern mining was initially 

introduced by Agrawal and Srikant in [6]: given a set of 

sequences, where each sequence composed of a list of 

elements organized by transaction time and each element is a 

set of items, the objective of the sequential pattern mining is 

to detect all of the frequent subsequences in order to predict a 

plausible occurrence frequency in the set of sequences where 

the support of patterns is higher than or equal to the min 

support threshold specified by user. [7] 

As we consider the hierarchies of concepts and the 

hierarchies of relationships, the number of test patterns can be 

many times higher than the number of patterns to test, if we 

consider only the objects [21]. 

Sequential association rules can be more informative and 

beneficial than frequent association rules especially to detect 

grammatical rules in the Arabic sentence. 

V. MOTIVATION 

The extraction of grammatical rules in Arabic language is a 

complex task because this language is characterized by a 

complex morphological and syntactic system.  In our work we 

will propose a method to extract interesting rules by using 

sequential association mining. 

The association rules ensure the extraction of the most 

frequent patterns and the relations between terms of sentence 

to obtain grammatical rules. But to know that a sequence 

appear frequently is not sufficient to predict a meaningful 

grammatical rules. 



In Arabic language to extract the grammatical coherence 

between unites of Arabic sentences, it’s important to consider 

the notion of order. Since classical association rules do not 

consider the chronological order of the different objects, 

another category of approaches is used: it consists 

in sequential patterns which take into account the time aspect.  

The use of sequential rules provides the extraction of 

relations between the items in the order given in the sentence. 

It ensures the extraction of a meaningful grammatical rule. 

Depending on the choice of the thresholds minconf and 

minsup, current algorithms can provide an extremely large 

amount of results, omitting valuable information.  In our 

work, the dimension of antecedent and consequent affects the 

meaning of grammatical rules.  

VI. PROPOSED APPROACH 

Our work consists on the extraction of association rules in 

order to find relations between the properties whose 

characterize grammatical rules while considering the order of 

items. 

To explore the search space of frequent sequential rules, we 

will vary the minsup threshold with the aim to extract the 

most meaningful rules.  

 

 

Fig.  1 Variation of the cardinlity of antecedent/ conclusion 

The Fig 1. shows that it is necessary to find some balance 

between antecedent and consequent to extract the most 

significant rules. The cardinality of antecedent and conclusion 

has an impact on the enrichment of grammatical rules 

consequently on the validity of rules. 

Also it is important to mention that this equilibrium is 

related to the quality of association rules that depend on 

values of  minsup. In our worsk we will highlight the relation 

between the threshold minsup and the cardinality of 

antecedent and consequent.  

The analysis of this equilibrium, taking into account the 

minimum threshold minsup, will lead us to recognize the 

association rules valid in our case. In fact, it will serve to 

highlight one of the hidden characteristic of Arabic 

grammatical rules.   This characteristic consists in the 

appropriate structure of the rule that makes it understandable 

and valid. Through the properties of association rules we can 

give prominence to this feature. In other words we will 

highlight the relations between the proprieties or between 

items, frequency and cardinality between the antecedent and 

conclusion. In fact, this property (cardinality of the antecedent 

and conclusion) reflects the depth of the grammatical rule in 

the sentence (number of words from right to left). This is 

necessary because the complexity of the Arabic language is 

very high, in point of view the sentence structure. If we 

analyze the Arabic language, then it is essential to take into 

account the nature of language and its structural proprieties . 

VII. EXPERIMENTAL EVALUATION 

During the first phase, we do a morphological analysis 

using the open source analyzer Al Khalil Morpho Sys. Our 

choice was made on Al Khalil MorphoSys because it can treat 

non diacritic texts and the texts partially or totally diacritized.  

Alkalil is based on the modeling of a wide set of Arabic 

morphological rules and the integration of language resources 

that are useful to the analysis.  

Alkhalil Morpho Sys linguistic resources are composed of 

over than 250 million words from eight Arab corpus available 

online including contemporary and ancient books.   The 

morphological Analyzer Alkhalil Morpho Sys is considered 

one of the most important open source Analyzers. [25] 

In 2010, it has won the first position among the 13 Arab 

morphological systems around the world in a competition 

organized by the Arab League Educational, Cultural and 

Scientific Organization (ALECSO). 

 

 

Fig.  2  Result after morphological analysis by the analyser Alkhalil 

We used a corpus of 500 sentences in the literary field. The 

first step is to extract the proprieties of the terms of each 

sentence by applying Khalil, considering the order of words 

and meaning (from right to left). 

Every sentence is a sample that has several properties 

which we will call items. Then we assign for each properties 

an integer (i.e 1.2...)  in the order of the sentence structure: 

Prefix  Word typePart of Speech (POS)Suffix; and 

respecting the order of words in the sentence. So, we have for 

each sample a set of items that respects the morphology of the 

sentence. Thus, a database is built, on which we will apply the 

algorithms for discovering sequential rules mining. 

In our analysis, we manipulated the cardinality values of 

antecedents and conclusions by performing cross 

combinations, taking into account the variations in the value 

of minsup. 

There are many algorithms related to sequential rules 

mining, in our work we will use the ERMiner (Equivalence 

class based sequential Rule Miner). It represents a novel 

algorithm developed on 2014 based on searching equivalence 

classes of rules having the same antecedent or consequent.  

ERMiner is characterized by a fast execution time even with a 

huge database [22]. For this reason we choose this algorithm. 

We performed experiments to ensure the extraction of 

meaningful rule using the ERMiner algorithm with the 

evaluation of a linguistic expert. According to an expert, a 

grammatical rule is meaningful if it has some number of 

properties.  Example of meaningful rule:  

http://www.wordreference.com/enfr/it%20consists%20in
http://www.wordreference.com/enfr/it%20consists%20in


Example of meaningful rule: 

 
To discover the influence of the cardinality of antecedent 

and consequent, we will select the thresholds minsup and 

minconf, and vary the number of antecedent and consequent. 

However, we note that the results are similar if we change 

the value of the minconf parameter so we choose to vary just 

the minsup parameter. The minconf is fixed to 0,5. 

 

Fig.  2 The variation of meaningful rules 

We ran the ERMiner algorithm with minsup=0,3 and 

minconf=0,5. The observation shows that to extract highest 

number of meaningful rules, the number of antecedent and 

conclusion must be considerable and reflects some depth at 

the sentence. According to Fig.2 we note that the cardinality 

values of the conclusion and cardinality values of antecedent: 

{4(2,3,4)},{24}{5(2,3)}, give to us the best results. for 

four antecedent and three consequents we obtain the best 

values of meaningful rules which is  63%. For four antecedent 

and two consequents we obtain the best values of meaningful 

rules 50%. For four antecedent and two consequents we obtain 

the best values of meaningful rules 50%. For two antecedent 

and four consequents we obtain the best values of meaningful 

rules 50%. 

 

Fig.  3 Variation of No Meaningful Rules 

 

Fig . 4  Variation of Relatively Meaningful Rules 

In Fig.3, the recognition rates of invalid rules, confirms the 

results of Fig. 1 regarding both of the cardinalities 

{4(2,3,4)}, which have respectively the rates 35%, 29% and 

34%   and the cardinalities {5(2,3)}, which have 

respectively the rates 35%, 31% et 46%. 

The recognition rates of the relatively meaningful rules are 

also proportional to the results of Fig.1. 

 

 

Fig 5: Variation of the minsup threshold 

The percentage of extracting meaningful rules changes by 

varying the values of minsup. While the minsup threshold 

decreases until the number of significant rules decreases 

consequently the number of insignificant rules becomes 

higher.  In Fig 5, we notice that the rate of valid rules depends 

on the increase in values of minsup threshold. This indicates 

conclusively that the extraction of association rules represents 

adequately the Arabic grammatical rules. 

VIII.  CONCLUSION 

In this paper, we proposed to use the sequential association 

rules to extract Arabic grammatical rules. This technique 

allowed finding the relations between the items of sentence. 

So, it ensured the extraction of a meaningful grammatical rule. 

To provide most significant rules, we explored the search 

space of frequent sequential rule. . The analyses have leaded 

us to extract the assembly of items into blocks and to take into 

account the order between these sets of items. Therefore, we 

will direct to the sequential extraction of association rules 

through researching sets of frequent items.  
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