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Abstract— In this study, we investigate the impact of double-negative (DNG) two-dimensional (2D) metamaterials 
on refractive indices using Plane Wave Expansion (PWE) and Finite-Difference Time-Domain (FDTD) methods. 
These metamaterials, characterized by simultaneous negative permittivity and permeability, exhibit unique 
electromagnetic properties, including negative refraction, reverse Doppler effect, and backward wave 
propagation. The PWE method is employed to compute the photonic band structure, revealing passband 
frequencies and bandgaps. The FDTD method, in contrast, provides a time-domain simulation of wave 
propagation, capturing the electromagnetic response via Fourier analysis. A comparative analysis of both methods 
confirms that DNG metamaterials effectively control wave propagation, with bandgaps restricting certain 
frequency components and passbands permitting transmission. These findings validate the feasibility of DNG 
metamaterials in waveguide applications, optical filtering, and electromagnetic shielding technologies. 
 
Keywords— DNG , DPS ,EBG, HCG ,TE,TM . 

I. INTRODUCTION 

In recent years, left-handed metamaterials (LHM) with their unique and new physical characteristics made 
these structures more appealing and interesting. The response of any material to the electromagnetic (EM) 
wave is mainly determined by two important parameters, dielectric permittivity (𝜀) and magnetic permeability 
(𝜇). In general ε and μ are known to be both positive in ordinary materials. But recent studies showed that for 
certain artificial structures, however, both the effective permittivity (𝜀௘௙௙) and effective permeability (𝜇௘௙௙) 
can have negative values. 

 
The term "left-handed material" is used to describe such media because their electric, magnetic, and wave 

vector components combine to generate a left-handed (LH) coordinate system. The direction of the 
propagation is inverted relative to the direction of energy flow because the phase and group velocities are 
directed in opposing directions. In 1968, Veselago suggested that such an unusual material may exist if the 
dielectric permittivity and magnetic permeability were both less than zero. In his groundbreaking research, he 
also examined several optical characteristics for negative refractive index materials, including Doppler shift 
and Cherenkov radiation [1]. 

 
The idea of band structures in semiconductors was developed from the theory of electronic transport under 

periodic potentials. The wavefunctions needed to solve the Schrödinger equation are known as Bloch 
functions, named for the Swiss scientist Felix Bloch, who developed the quantum theory of solids in 1928 for 
his thesis, which are the product of 𝑒𝑥𝑝(௜௞ · ௥) by periodic functions, k being the Bloch wavevector. Bands are 
obtained by computing the energy (or frequency) 𝜔(𝑘) and the eigenvectors (or quasinormal modes). In 
photonics, this solid-state approach is well described in ref. (Joan nopoulos et al., 2008), for instance [2]. 

 
In recent years, composite materials with concurrently negative permittivity and permeability values are 

attracting a lot of attention [3, 4, 5, 7]. The first system with these characteristics utilized an array of split-ring 
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resonators to produce negative permeability with an array of metallic wires to create negative permittivity [6]. 
The structure was used to illustrate negative refraction and showed backward-wave (BW) propagation 
characteristics. A new class of artificial electromagnetic materials, known as metamaterials, with unusual 
characteristics has emerged because of their use. 

 
The potential subwavelength resolving capabilities of these materials [4] have sparked a lot of optimism 

and revived interest in electromagnetic phenomena related to materials having a negative refractive index 
(NRI) [6]. More recently, it was also demonstrated that an L-C loaded transmission line (TL) network 
deployed in cellular form had NRI features. The unit cell of the two-dimensional (2-D) NRI TL structure, 
which is utilized to experimentally illustrate negative refraction and focusing on microwave frequencies, is 
shown in Fig. 1 [7], [8]. 

 

 
 

Fig. 1. The unit cell of a 2-D negative refractive index TL structure 

 

II. THEORY OF PERIODIC STRUCTURE. 

Phased arrays, electromagnetic bandgap (EBG) structures, frequency selective surfaces (FSS), and reflect 
arrays are only a few of the numerous practical uses for periodic structures in electromagnetics [9][10]. They 
have special qualities that may be utilized to improve electromagnetic absorption, electromagnetic 
propagation, and antenna gain. Repeating components in antenna arrays increase the effective aperture, which 
boosts the antenna's directivity and allows it to scan the main beam's direction if the right phase distribution is 
used. A periodic array of three-dimensional (3D) pillars, such as columns, cones, or prisms, has the potential 
to improve electromagnetic absorption in addition to planar elemental structures. This might improve 
performance in applications like microwave absorbers and solar cell efficiency [11]. Furthermore, new 
methods and analyses with suitable applications might be explored in the ongoing study of periodic structures. 
 

A) One-Dimensional Photonic Crystals. 
 
A multilayer thin film or Bragg's mirror might be used to describe the one-dimensional photonic crystal. 

Lord Rayleigh demonstrated the specifics of the multilayer thin film's optical properties in 1917 [12]. As seen 
in Fig. 2 where the different colors represent the contrast of the dielectric constants for each layer, the one-
dimensional photonic crystal is made up of layers with varying dielectric constants layered on top of one 
another. 
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Fig 2. Multilayer thin film or one-dimensional photonic crystal.  

 
The photonic bandgap forms in a single direction in a one-dimensional photonic crystal. Fig. 3 shows the 

plot of the band structure for the homogeneous one-dimensional photonic crystal in part (a) and the 
inhomogeneous one-dimensional photonic crystal in part (b), which was generated using the plane wave 
expansion (PWE) method. As seen in Fig. (1-3a), the isotropic one-dimensional photonic crystal is made up of 
layers with the same dielectric constant and has no photonic band gaps. The difference in the dielectric 
constants of the materials that made up the photonic crystals caused the photonic bandgaps to arise. The 
anisotropic one-dimensional photonic crystal's inset of Fig. (1-3b) makes this distinction evident [13,14]. 

 
B) Two-Dimensional Photonic Crystals. 
 
The two-dimensional photonic crystal is homogeneous along the third axis and periodic along the other 

two. The propagation of the electromagnetic wave may be in the direction of 𝑥, 𝑦, and 𝑥𝑦 plane, but no 
propagation in the z direction. The photonic bandgap forms in the 𝑥𝑦 plane at specific values of the column 
spacing, a. A variety of electromagnetic wave frequencies are blocked from passing through the structure 
inside this photonic band gap, and incident light cannot pass through [13,14]. The two-dimensional photonic 
crystal can be represented as dielectric rods in air medium, as in part (a), or as a dielectric slab drilled with air 
cavities, as in part (b), as illustrated in Fig.4. However, as seen in both sections (a) and (b) of Fig. 4, the 
configuration of two-dimensional photonic crystals may be in the form of a square or hexagonal lattice. 

 

    
(a)                                                                     (b) 

Fig 3. Band structure (dispersion relation) of (a) isotropic and (b) anisotropic one-dimensional photonic crystal. 
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(a)                                                       (b) 

Fig .4 Two-dimensional photonic crystals: (a) dielectric columns in an air medium and (b) dielectric slab with drilled air cavities. 

 
The fingerprint of two-dimensional photonic crystals is the band structure, often known as the dispersion 

relation. Presenting the photonic crystal's band structure is crucial for demonstrating and validating the 
photonic bandgap's appearance. As seen in portion (a) of Fig. 5, the photonic bandgap in a two-dimensional 
photonic crystal is referred to as the entire photonic bandgap when it manifests itself in all directions of 
electromagnetic wave propagation. A different kind of two-dimensional photonic crystal has a photonic 
bandgap that forms at specific frequencies of electromagnetic waves and in a specific direction. These 
bandgaps, which are shown in part (b) of Fig. 5, are known as partial bandgaps, and their appearance is 
determined by the geometrical parameters in two-dimensional photonic crystals as well as the dielectric 
constants of the material [14,15]. 

 
 
C) Three-Dimensional Photonic Crystal. 

 
The dielectric structure of this kind of photonic crystal exhibits periodicity along three distinct axes. 

There is no limit to the number of conceivable three-dimensional geometrical formations. Defect modes and 
photonic bandgaps are also present in the three-dimensional photonic crystal. In this kind of photonic crystal, 
the electromagnetic wave is confined in all three dimensions. 

 

 
(a)                                                                 (b) 

Fig .5 Band structure of the two-dimensional photonic crystals showing: (a) Complete bandgap, and (b) Partial bandgaps.. 

 
 
So when we consider the one-dimensional photonic crystal (1D PhC), or equivalently, Bragg grating, 

refers to a layered structure that is periodic in one direction (chosen as 𝑥) and invariant in the other two 
directions (𝑦 𝑎𝑛𝑑 𝑧), as shown in Fig. 6 (a). One-dimensional High Contrast Metastructure  (HCM) [also 
known as a High Contrast Grating (HCG)] [16],[17] refers to alternating high-index (𝑛௕) and low-index (𝑛௔) 
media with a finite thickness 𝑡௚, as shown in Fig. 6(b). 
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(a)                                                                                (b) 

 
Fig.6. Schematics of (a) a 1D PhC and (b) a 1D high-contrast metastructure (also known as high-contrast gratings) with a finite thickness 𝑡௚. 

 
Where period Λ, thickness 𝑡௚, bar width 𝑤, high-index material 𝑛௕ for bars, and low-index material 𝑛௔ 

for spaces between bars are examples of physical parameters. An incident plane wave has a wave number of 
𝑘଴. 

 
The incidence direction is defined by the polar angle 𝜃 and the azimuth angle 𝜙. The incidence plane is 

the shaded plane in (b), defined by the surface-normal and the incidence directions. For 1D HCMs, 𝑥 is the 
periodic direction and 𝑦 is the invariant direction. For normal incidence (𝜃 =  0) on 1D HCMs, TE and TM 
are defined as the electric fields being parallel and perpendicular to the grating bars. For oblique incidence 
(𝜃 ≠  0), s polarization and p polarization refer to the electrical fields being perpendicular and parallel to the 
incidence plane, respectively. 
 

III. NEGATIVE REFRACTIVE INDEX IN ARTIFICIAL METAMATERIALS. 

 
We may create a new type of media categorization by using two electromagnetic constitutive parameters: 

the magnetic permeability 𝜇 and the electrical permittivity 𝜀 . Permittivity and permeability are frequently 
regarded as complex functions of the applied field's frequency as complex numbers enable the definition of 
magnitude and phase ,as follow [16] : 

 
𝜀 = 𝜀ᇱ + 𝜀ᇱᇱ          (1) 

 
Where 𝜀ᇱ , 𝜀ᇱᇱ  ∈  ℜ  and : 
 

𝜇 = 𝜇ᇱ + 𝜇ᇱᇱ          (2)  
With 𝜇ᇱ, 𝜇ᇱᇱ  ∈  ℜ 
 
The Fig.7. shows this media classification in a diagram whose axis are formed by 𝜀ᇱ =  ℜ(𝜀)  𝑎𝑛𝑑 𝜇ᇱ =
ℜ(𝜇),  
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Fig 7. Material Classification by permittivity and permeability. 

 
Considering that the electromagnetic wave is traveling along the z-axis and the electric field is polarized 

along the x-axis: 
𝐸 = 𝑥ො𝐸଴exp [𝑖(𝐤𝑧 − 𝜔𝑡)]         (3) 

 
𝐻 = 𝑦ො𝐻଴exp [𝑖(𝐤𝑧 − 𝜔𝑡)]         (4) 

 
Where the complex wave number, 𝑘, is expressed as : 
 

𝐤 = 𝑘𝑧̂                                                   (5) 
And the vacuum wave-number, 𝑘଴ ,is given by :- 
 

𝑘଴ = 𝜔ඥ𝜀଴𝜇଴ =
ఠ

௖
                              (6) 

where 𝑐 is the speed of light and 𝜔  is the angular frequency.  
 

From (5) and (6), it’s possible to write the refraction index, as function of frequency [14] : 
 

𝑛 = √𝜀𝜇                                                 (7) 
With : 

𝜂 =
௞

ఠఌబఌ
=

ఠఓబఓ

௞
= 𝜁𝜂଴                        (8) 

Leading us to : 

𝜁 =
ఎ

ఎబ
= ට

 ఓ

ఌ
        where     𝜂଴ = ට

ఓబ

ఌబ
          (9) 

 
With 𝜂଴ being the vacuum wave impedance. Note that the normalized wave impedance can be re-written to: 
 

𝜁 =
௡

ఌ
=

ఓ

௡
                                  (10). 

 
We must define a complex refraction index, since the polarization does not respond instantaneously to an 

applied field: 
𝑛 = 𝑛ᇱ + 𝑖𝑛′′                     (11). 
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where 𝑛′′  is the extinction coefficient and 𝑛ᇱ is the refractive index, which indicates the phase velocity 
coefficient. The amount of absorption loss that occurs when an electromagnetic wave passes through a 
material is indicated by the extinction coefficient. The frequency affects both 𝑛ᇱ and 𝑛′′ [18]. 

 
Re-writing the complex amplitude equations for both the electric and the magnetic field using (11), we get: 
 

𝐸 = 𝑥ො𝐸଴exp (−𝑛ᇱᇱ𝑘଴𝑧)exp (𝑖𝑛′𝑘଴𝑧)            (12) 
 

𝐻 = 𝑦ො
ாబ

఍ఎబ
exp (−𝑛ᇱᇱ𝑘଴𝑧)exp (𝑖𝑛′𝑘଴𝑧)         (13) 

As we are dealing with the wave propagations in these materials, we need to consider the followings 
factors: 

 
1) Backward Waves. 

 
The left-hand rule may be readily absorbed from Maxwell's equations in the differential form as follow: 
 

∇ × 𝐄 = −
డ𝐁

డ௧
            (14) 

∇ × 𝐇 = −
డ𝐃

డ௧
            (15) 

 
Also to describe the response of the medium to the applied fields, we have the following two constitutive 
relations, 
 

𝐁 = 𝜇଴𝜇𝐇        ,       𝐃 = 𝜀଴𝜀𝐄         (16) 
 
The relations between operators, in the time harmonic regime, can be derived: 

డ

డ௧
→ −𝑖𝜔   ,         ∇→ 𝑖k               (17) 

 
Using the following relations for the unique orientation of the electric and magnetic field vectors, E and H, 

we can determine the sign of the Poynting vector, 𝑆, and the wave vector, 𝑘: 
 
 

k × 𝐄 = ω𝜇଴𝜇𝐇                             (18) 
k × 𝐇 = −ω𝜀଴𝜀𝐄                           (19) 

 
The electromagnetic wave and electromagnetic energy have the same direction in the DPS medium 

because both vectors, k and S, have the same direction, forming a forward wave as showing in Fig. 8. 
Additionally, in the DNG medium, the vectors 𝑘 and 𝑆 are oriented in the opposite directions. As a result, the 
electromagnetic wave and electromagnetic energy have opposing orientations, resulting in a reverse wave.  

  
Based on (11) and (5), we can define the phase velocity, 𝑣௣, of an electromagnetic wave as following: 

𝑉௣ =
ఠ

ℜ(୩)
=

ఠ

௞బℜ(୬)
=

௖

௡ᇱ
                  (20). 
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              (a)                                                       (b) 
 

Fig. 8. Trihedral vectors for the a) DPS and  b) DNG media. 

 
2) Dispersion. 

 
From the laws of Electromagnetism, we know that for a certain isotropic medium, defined by 𝜀 and 𝜇 , 

〈𝑊௘〉 =
ଵ

ସ
𝜀𝜀଴Eഥ. Eഥ∗                           (20) 

〈𝑊௠〉 =
ଵ

ସ
𝜇𝜇଴Hഥ. Hഥ∗                         (21) 

 
In this case, the time-average magnetic density is 〈𝑊௠〉  and the time-average electric density is 〈𝑊௘〉. 

Since we cannot have a negative energy density, we face serious issues if both ε and μ are negative, as in 
DNG media. This demonstrates how the concept of electromagnetic energy requires a DNG medium to be 
dispersive. Therefore, both equations, (20) and (21), are invalid and need to be corrected to a lossless 
dispersive media [19] as follow:- 

 

〈𝑊௘〉 = ∫
డ𝐃

డ௧ᇱ

௧

ିஶ
𝐄 𝑑𝑡′                          (22) 

〈𝑊௠〉 = ∫
డ𝐁

డ௧ᇱ

௧

ିஶ
𝐇 𝑑𝑡′                         (23) 

 
Both the electric and the magnetic fields are almost monochromatic, with  E(t) = 𝐄ത exp (−𝑣𝑡) and 

𝐇(t) = 𝐇ഥ exp (−𝑣𝑡)  respectively, where the period variation is very slow 𝑇 = 2𝜋/𝜔 meaning that 𝑣 ≪
𝜔 . 

 
 
3) Group Velocity and Phase Velocity. 

 
The expression for the time-average energy density of a monochromatic plane wave is defined by: 
 

〈𝑊〉 =
ଵ

ସ
ቂ𝜀଴

డ(ఠఌ)

డఠ
|𝐄|ଶ + 𝜇଴

డ(ఠఓ)

డఠ
|𝐁|ଶቃ       (24) 

 
If we consider that : 

𝐴 = 𝜇𝜀 + 𝜔𝜇
𝜕(𝜔𝜀)

𝜕𝜔
+ 𝜇𝜀 + 𝜔𝜀

𝜕(𝜔𝜇)

𝜕𝜔
= 2𝜇𝜀 + 𝜔 ൤𝜇

𝜕(𝜔𝜀)

𝜕𝜔
+ 𝜀

𝜕(𝜔𝜇)

𝜕𝜔
൨ 

As seen in the previous section, in a DNG medium we have 𝜀 < 0 and 𝜇 < 0, leading us to A < 0. From 
(10) we have, 

 
𝐤ଶ = 𝜔ଶ𝜇଴𝜇𝜀଴𝜀                          (25) 
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Applying the first derivative in order of the 𝜔 to 𝐤ଶ, we get 
 

డ(𝐤మ)

డఠ
= 𝜇଴𝜀଴𝜔 ቂ2𝜀𝜇 + 𝜔𝜇

డ(ఠఌ)

డఠ
+ 𝜔𝜀

డ(ఠఓ)

డఠ
ቃ = 𝜇଴𝜀଴𝜔𝐴     (26) 

 
Which gives the possibility to rewrite Equ. (26) as follow : 
 

డ(𝐤మ)

డఠ
= 2𝐤

డ(𝐤)

డఠ
= 2𝑛𝑘଴

డ(𝐤)

డఠ
= 2𝐧

ఠ

௖

డ(𝐤)

డఠ
             (27) 

 
The Phase Velocity, 𝐯௣, is given by: 

v௣ =
ఠ

ℜ(୩)
=

ఠ

௞బℜ(୬)
=

௖

୬ᇱ
                                         (28) 

and the Group Velocity, 𝐯௚, is given by: 

𝐯௚ =
డఠ

డ୩
                                                                          (29) 

For a lossy DNG medium, 𝜀< 0 and 𝜇< 0, we have 𝒜< 0 which implies that 
డ(୩మ)

డఠ
< 0                                                                         (30) 

Since we cannot have negative energy density, we must conclude that 𝑣௚ and 𝐯௣ have different signs (and 

opposite directions). For a non-dispersive media, one has 𝐯௚  = 𝐯௣  . On the DNG media, that must be 
dispersive, one can prove that both group velocity and phase velocity, not only have different signs, but also 
has different values. 
 
From (28) and (29) we get : 
 

ଵ

𝐯೒
=

ଵ

𝐯೛
+

ଵ

௖
𝜔

డ௡

డఠ
                        (31) 

 
Due to last parcel, the group velocity is only equal to the phase velocity when the refraction index is 

frequency independent. 
 
4) Most used Metamaterial Types with Refractive Indices. 
 
As part of this search we list some of commonly used metamaterials and their refractive indices, which are 

typically tailored to specific frequency ranges (e.g., microwave, terahertz, infrared, optical). 
 

i- Split-Ring Resonators (SRRs): Composed of metallic rings with splits, these are widely used to 
achieve negative permeability, and the refractive index could be negative in specific frequency 
ranges, typically around -1 to -5 in the microwave or terahertz regimes. 

ii- Photonic Crystals (PhC): Periodic dielectric structures that manipulate light by creating photonic 
band gaps, and the refractive index typically ranges from 1.5 to 4, depending on the materials used. 

iii- Metal-Dielectric Metamaterials: composed of Alternate layers of metals (e.g., silver, gold) and 
dielectrics (e.g., silica, titania), and refractive index can achieve values close to zero (epsilon-near-
zero materials) or negative, depending on the design. 

iv- Chiral Metamaterials: Asymmetric structures that exhibit chirality, allowing for circular dichroism 
and polarization rotation, refractive index can have negative refractive indices (typically -1 to -3) for 
circularly polarized waves. 

v- Terahertz Metamaterials: Designed to operate in the terahertz frequency range, typically combining 
metallic and dielectric components, refractive index tuneable between positive and negative values, 
depending on the design. 

vi- Plasmonic Metamaterials: Exploits surface plasmon resonances at the interface of metals and 
dielectrics, with negative refractive indices around -1 in the optical regime. 
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vii- Double-Negative (DNG) Metamaterials: Exhibit both negative permittivity (𝜀 < 0) and permeability 
(𝜇 < 0), for refractive index will be highly negative, typically ranging from -1 to -10. 

 

IV. ANALYTICAL AND NUMERICAL METHODS FOR PERIODIC STRUCTURES. 

 
Modeling periodic structures requires considering the dispersion of modes, photonic band structures, 

resonances and quality factors, the total field distribution, and the complicated reflection and transmission 
coefficients of diffraction orders. Table (1) compares the calculation methodology of the six main analytical 
and numerical modeling approaches for periodic structures. 

 
The three primary methods in computational electromagnetics (CEM) are the method of moments (MoM) 

[20], the finite-element method (FEM) [20,21], and the finite-difference time-domain (FDTD) [40,41]. MoM 
is an integral equation solver that is generated using Green's function, whereas FDTD and FEM are 
differential equation solvers that discretize either the differential operator or the solution. The convergence 
rate and computing cost for big problems have long been difficulties since FDTD and FEM discretize the 
whole solution domain. 

 
Table (1). Comparison among Various Computation Methods for Periodic Structures 

Method How to solve? What to be solved Results 
Finite-difference 
time-domain 
(FDTD) 

1-Discretize differential 
operator into matrix. 
2- Expand fields with delta 
functions δ(𝒙𝒊;  𝒚𝒊;  𝒛𝒊) on finite 
difference grids (𝒙𝒊;  𝒚𝒊;  𝒛𝒊). 
3- Build matrix equation and 
solve in time domain 

Fields on grids E(𝒙𝒊;  𝒚𝒊;  𝒛𝒊) And 
H  (𝒙𝒊;  𝒚𝒊;  𝒛𝒊) 

Total fields 
𝑬(𝒓), 𝑯(𝒓) 

Finite element 
method (FEM) 

1-Expand fields in frequency 
domain with basis functions 𝝍𝒊(𝒓), 
predefined commonly on 
elements in triangular or 
tetrahedral meshes. 
2-Build matrix equation from 
basis functions. 

Expansion coefficients 𝒂𝒊 Total fields 
𝑬(𝒓), 𝑯(𝒓) 

Method of 
moments (MoM) 

1-Express fields in integral 
equations based on known 
Green’s functions 𝑮ഥ(𝒓, 𝒓ᇱ). 
2-Expand surface currents and 
build matrix equations. 

Surface electric and magnetic 
currents 𝑱(𝒓ᇱ), 𝑴(𝒓ᇱ) 

Scattered fields 
𝑬𝒔(𝒓),𝑯𝒔(𝒓) 

Rigorous coupled 
wave 
Analysis (RCWA) 

1-Predefine Bloch waves in each 
layer 𝒆𝒊𝑮𝒙𝒙ା𝑮𝒚𝒚. 
2- Solve eigenmodes in each 
layer ℇ(𝒊), 𝓗(𝒊)(𝒓). 
3- Find propagation matrices and 
interface transfer matrices 

1- Expansion coefficients in 
each layer 𝑬෩𝑮, 𝑯෩ 𝑮 to build 𝒊𝒕𝒉 
eigenmodes in 
Eq.ℇ(𝒊)(𝒓) = ∑ 𝑬෩𝑮𝒆𝒊𝑮..𝒓

𝑮 . 
2- Eigenmodes coefficients 𝑨𝒊 to 
build supermodes 
in Eq:𝑬(𝒓) = ∑ 𝑨𝒊ℇ

(𝒊)(𝒓)𝒊 . 

1-Eigenmodes in 
each layer. 
2-Supermodes in 
each layer. 
3-Total fields 

Plane wave 
expansion 
(PWE) 

1-Predefine Bloch waves in each 
layer 𝒆𝒊𝑮.𝒓. 
2-Cast wave equation into matrix 
equation and solve for expansion 
coefficients 

Expansion coefficients 𝑬෩𝑮, 𝑯෩ 𝑮 to 
build eigenmodes in 
the entire domain 𝑬(𝒓) =

∑ 𝑬෩𝑮𝒆𝒊𝑮..𝒓
𝑮  

Eigenmodes in the 
entire domain 

Analytical mode-
matching 
(AMM) 

1-Predefine analytical 
Eigenmodes  ℇ(𝒊)(𝒓),  𝓗(𝒊)(𝒓). 
2-Find analytical interface 
matrices. 

Eigenmode expansion 
coefficients 𝒂𝒊 to build super-
modes in each layer 

1-Supermodes in 
each layer. 
2-Total fields 

 
Furthermore, it is relatively problematic for FDTD and FEM to separate and extract modes or diffraction 

orders from periodic structures since the solution is the complete field. MoM is effective for scattering issues 
because it can acquire fields across the space by computing just the fields at borders. Although the necessary 
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computation of the periodic Green's function has sluggish convergence, it may easily provide scattering 
coefficients for distinct diffraction orders [22]. 

 
Neither FDTD, FEM, nor MoM reveals the eigenmodes and their properties in the periodic region and, 

therefore, much of the underlying physics is hidden. RCWA and the plane-wave expansion (PWE) method are 
two widely used approaches for HCMs and PhCs, respectively. According to the Floquet–Bloch theorem the 
fields in periodic media can be expanded using the Bloch waves 𝑒௜ீ.௥, as shown in Table (1). The expansion 
coefficients 𝐸෨ீ, 𝐻෩ீ  for these Bloch waves are the unknowns to solve. These are the ways that RCWA and 
PWE vary from one another. RCWA is popular in layered media with periodic structures because it solves the 
eigenmodes  ℇ(𝒊)(𝒓),  𝓗(௜)(𝒓)  layer by layer through the Bloch waves. PWE is widely utilized in the 
computation of PhC band structure and extends the full domain in Bloch waves. Each area, including the 
periodic layer, is first regarded as an infinitely long waveguide array in RCWA, and its eigenmodes are then 
determined. 

  
As a result, we know which modes radiative waves may couple to or excite. Understanding their 

respective optical phases and propagation velocities is also helpful. In this manner, any unusual optical 
behavior may be achieved by engineering the interference at area contacts [23,24,25]. We acquire the interface 
transfer matrices and solve the eigenmode expansion coefficients once each layer interface's boundary 
conditions are matched. This allows us to understand how the eigenmodes in each layer create "super-modes," 
which are essential for designing and explaining the exceptional performance of HCMs, including ultrahigh-Q 
resonance and 100% reflection and transmission [23, 25]. However, because PWE solves individual 
eigenmodes throughout the whole domain, it does not have this information. 

 
As indicated in Table 2, an alternative method is to first analytically express the eigenmodes in each 

region, which may then be utilized as the foundation for eigenmode expansion. Here, eigenmodes serve as the 
foundation for an array of complex expansion coefficients ai that may be used to represent fields in each layer. 
Known as the analytical technique or analytical mode-matching (AMM), this approach has been thoroughly 
covered in Refs. [23,25] and is proven to be very accurate and effective for creating 1D HCGs. As with 
RCWA, the resonance and coupling may be studied by obtaining the super-modes created by the eigenmodes 
in each layer. 

 
The following is a comparison between the AMM and RCWA. In the case of 1D HCGs, the eigenmodes 

are analytically rigorous scalar sinusoidal functions. Consequently, only the finite number of eigenmodes used 
in the computation account for the numerical inaccuracy in AMM. By matching boundary conditions, transfer 
and scattering matrices are analytically constructed at the interfaces between periodic and homogeneous areas. 
Furthermore, it excels at exposing the fundamental physics, producing useful tools for clear designs [23, 25]. 
However, problems occur when the periodicity reaches 2D or when the grating cross section is not rectangular 
[24]. 

 
In these situations, there are no rigorous closed-form formulas for the vectorial eigenmodes. Both the 

calculation cost for numerical overlap integrals in the interface matrix elements and the memory cost for 
storing the mode profiles are high, even if the eigenmodes are solved numerically. To get over these issues, 
RCWA further projects these eigenmodes onto the Bloch basis, which is made up of exponential functions 

𝑒௜ீ.௥, as Table (1) illustrates. The complex vectors 𝐄෨ீ
(௜)

 and 𝐇෩ீ
(௜)

 are the expansion coefficients. 
 
Eigenmodes are solved and represented in the Fourier domain in this instance with minimal memory and 

compute costs. However, the disadvantage of employing RCWA without determining the eigenmodes is that, 
because there is no physical interpretation to account for the modes, it is very challenging to distinguish 
resonances from numerical noise. This is especially true for high-Q resonator designs or when there are 
unusual dips in the broadband transmission or reflection spectra.  
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Table (2) lists the capabilities of the various modeling approaches in comparison. Here we outline the key 
findings. (i) Since PWE exclusively solves eigenmodes, all six methods aside from PWE can determine the 
total fields under stimulation. (ii) MoM, RCWA, and AMM can be used to solve the transmission and 
reflection of each diffraction order, but PWE cannot. For FDTD and FEM to distinguish the diffraction orders, 
the whole fields must be postprocessed. (iii) Using the scattering spectra in FEM, MOM, RCWA, and AMM, 
the resonance frequency 𝜔௥ is calculated and solved as the eigenfrequencies in PWE. 

 
Table 2: Capabilities of Various Computation Methods for Periodic Structures 

Method Total field 
under 

Excitation 

𝝎𝒓 𝓠 Band 
Structure 

Eigenmode 
and 

Dispersion 
FDTD Cal Cal Cal Cal  
FEM Cal Cal Cal  Cal 
MoM Cal Cal Cal   
RCWA Cal Cal Cal  Cal 
PWE  Cal Cal Cal Cal 
Anal Cal Cal Cal  Cal 

 
Where “cal” indicates directly calculated or simple extraction. 

 
The resonance frequency is also provided by the Fourier transform of the FDTD result. (iv) The spectral 

linewidth in FEM, MOM, RCWA, and AMM, as well as the temporal decay in FDTD, are used to derive the 
Q of a resonant mode. (v) It is difficult to extract the band structure from the scattering spectra obtained by 
FEM, MoM, RCWA, and AMM.  

 
These scattering spectra, however, may be verified and compared to the band structure derived by PWE. 

In order to produce significant band structures with FDTD, it is crucial to carefully set up the excitation 
sources and observation sites. This will be covered in following sections. (vi) Eigenmodes and their dispersion 
cannot be provided by FDTD as a time-domain solution. The eigenmodes can be obtained by solving the 
eigenvalue problem with the excitation source suppressed using frequency-domain solvers such as FEM, 
RCWA, PWE, and AMM. 

 
 

IV. ANALYSIS OF SIMULATION RESULTS. 
 
For this simulation it is proposed to use PWE and FDTD methods to figure out many properties of DNG 

metamaterials and the wave propagation through it such as negative refraction, reverse Doppler effect, and 
backward wave propagation. Both the PWE method and the FDTD method are commonly used to analyses 
and simulate these materials. 

 
The analysis focuses on key aspects such as passbands, bandgaps, frequency response, and wave 

propagation characteristics. Where the PWE method successfully identifies passbands and bandgaps in the 
structure, and for The FDTD frequency response (FFT analysis of the time-domain signal) provides a direct 
representation of how the material responds to wave excitation as in Fig. 9. 

 



10th International Conference on Control Engineering &Information Technology (CEIT-2025) 
Proceedings Book Series –PBS- Vol 23, pp.187-202 

Copyright © 2025  
ISSN: 2961-6611 

 
Fig. 9. The FDTD frequency response and PWE band structure for DNG metamaterials. 

 
For PWE method the photonic band structure shows allowed propagation frequencies and forbidden 

frequency regions (bandgaps), and the band structure confirms that the double-negative metamaterial exhibits 
negative refractive index behaviour, supporting unusual propagation characteristics. The passband frequencies 
correspond to regions where wave propagation is allowed, also the bandgaps are regions where wave 
propagation is forbidden, meaning that any wave in these frequencies will be attenuated. 

 
It is notable also that the presence of multiple bandgaps suggests that the structure strongly 

controls the propagation of electromagnetic waves, making it suitable for applications such as filters 
and waveguides. For FDTD results, the peaks in the FFT signal correspond to the dominant 
frequencies of propagation and the FDTD results confirm the passband frequencies obtained from 
PWE, validating the theoretical band structure, also the absence of significant peaks in bandgap 
regions confirms wave attenuation in those frequency ranges. 

 
The FDTD results show that waves propagate only in the allowed passbands identified by PWE, 

the absence of response in bandgap regions suggests that the metamaterial effectively blocks certain 
frequency components, consistent with negative-index material behaviour. As the FFT signal shows 
peaks aligning with PWE passbands, indicating that the material permits electromagnetic wave 
transmission at these frequencies. In Fig.10. comparison between the PWE method and the FDTD 
method for analysing the electromagnetic response of a double-negative metamaterial (DNG), the red 
circles represent the PWE band structure, showing discrete frequency points where wave propagation 
is allowed, where is the blue line represents the FDTD response, which appears to align closely with 
the PWE results. 
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Fig.10. normalized frequency comparison between FDTD and PWE methods 

 

In prospective of linear dispersion relationship, the nearly linear trend in the frequency response suggests 
a homogeneous medium-like behaviour. In double-negative metamaterials, wave dispersion behaves 
differently than in conventional materials, but the observed linearity here may be due to the selected wave 
vector range and frequency normalization. Also, notable that the blue FDTD response is almost zero at low 
frequencies, which suggests that wave propagation is restricted (due to bandgap). this behaviour aligns with 
the expected bandgap regions in DNG materials, where certain frequencies cannot propagate. The close match 
between PWE and FDTD results validates the computational model, confirming that both approaches predict 
the same band structure and propagation characteristics. 

V.  CONCLUSION 

 
This research highlights the distinct wave manipulation capabilities of DNG metamaterials, demonstrated 

through both PWE and FDTD numerical techniques. The PWE band structure analysis confirms the presence 
of well-defined passbands and bandgaps, showcasing the ability of these materials to block or transmit 
specific electromagnetic frequencies. The FDTD simulation further validates this behavior, with frequency 
response peaks aligning with the PWE passbands, reinforcing the reliability of both computational approaches. 
A significant observation is the close agreement between theoretical and numerical results, proving that DNG 
metamaterials enable negative refraction and backward-wave propagation. The analysis also demonstrates that 
these structures can be engineered for photonic devices, waveguides, and cloaking technologies, where precise 
control over wave transmission and reflection is required. 

 
Future work could extend this investigation by exploring 3D metamaterial structures, optimizing 

geometrical parameters to enhance bandwidth control, and applying these principles to microwave and optical 
communication systems. The potential of DNG metamaterials in next-generation photonic devices is vast, 
making them a promising area for continued research and development. 
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