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Abstract— Arabic language is characterized by its rich morphological structure, presenting unique 

challenges in Nat- ural Language Processing (NLP). The categorization of Arabic plurals is the subject 

of this study, which uses a trans- former-based model—more precisely, the pre-trained Arabic BERT 

architecture—and has never been studied previously. Given the complexities of Arabic language, 

particularly in pluralization which includes sound masculine, sound feminine, and irregular (broken) 

plurals, the research aims to enhance NLP capabilities in this area. By utilizing a dataset of 7,400 

instances classified into four distinct categories, the study demonstrates the effectiveness of transfer 

learning in achieving high classification accuracy, with results indicating an accuracy of 97% across 

both validation and testing sets. Addition- ally, the model achieves high precision, recall, and F1-score 

metrics. A confusion matrix provides insights into classifica- tion performance, highlighting areas of 

misclassification. The findings underscore the potential of transformer models in overcoming the 

linguistic challenges posed by Arabic plural forms. 

Keywords—Arabic Plurals classification, Arabic Plurals forms, Arabic BERT Transformers, Hugging 

Face, NLP. 

 

I. INTRODUCTION 

Arabic language's pluralization is complex due to its unique morphological structure, which includes three 

main categories: sound masculine, sound feminine, and irregular (broken) plurals. Sound masculine plurals 

are formed by adding specific suffixes to singular nouns, while sound feminine plurals involve the removal of 

a final letter and the addition of a suffix. Irregular plurals often involve internal changes to the root word, 

making their formation less predictable and more challenging. These Arabic plurals are governed by specific 

rules that differ from those in languages like English, such as: 

1. For Sound Masculine Plurals: Typically formed by adding suffixes (ون and ين) to singular nouns. For 

example, these suffixes can be added at the end of the singular noun "معلم" (teacher) to form the sound 

masculine plural " معلمون or معلمين" (teachers). These are relatively straightforward classifications. However, the 

challenge is that the suffixes (ون and ين) might appear as part of the word as in the words: "قانون" (law) and 

 .(pumpkin) "يقطين"

2. For Sound Feminine Plurals: Often formed by removing the last letter (ة) of the singular feminine noun 

and adding the suffix (ات) to form sound feminine plural. For example, the last letter of the singular feminine 

noun “طالبة" (female student) is removed and this suffix is added at the end of the word to form sound 

feminine plural "طالبات" (female stu- dents). The challenge, in this case, is that the suffix (ات) might appear as 

part of the word as in the word "نبات"(plant). 

3. For Irregular (Broken) Plurals: These involve internal changes to the root word itself according to some 

morphological patterns. For example, the singular masculine noun "رجل" (man) is internally changed by 

adding an infix "ا" to form the irregular plural "رجال" (men)). This category poses considerable challenges 

due to the irregularities in formation. 
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These variations require a deep understanding of linguistic nuances, posing unique challenges for NLP and 

computational models. Transformers, a deep learning model [1], has revolutionized NLP by capturing 

contextual relationships in text through self-attention mechanisms. Models like Bidirectional Encoder 

Representations from Transformers (BERT) and its Arabic adap- tations, such as AraBERT, have 

demonstrated exceptional performance in various language tasks, including classification, entity recognition, 

and morphological analysis. This study uses a pre-trained Arabic BERT model to perform text classification 

tasks on a dataset of Arabic text with different plural forms. The Python program demonstrates how to 

leverage a pre-trained language model without having to train a model from scratch. BERT, a popular deep 

learning model developed by Google, has shown to achieve state-of-the-art results on various natural 

language processing tasks. The pre-trained model leverages knowledge and language understanding acquired 

during the pre-training process, which is particularly useful when working with small datasets. Hugging Face 

[2], a platform providing libraries, pre-trained models, and tools for implementing state-of-the-art NLP 

techniques, is central to the program. The specific model used is "CAMeL-Lab/bert-base-arabic-camelbert-

mix" [3], a variant of the BERT- base model pre-trained on a large corpus of Arabic text data. 

 

 

 

 

 LITERATURE REVIEW 

Arabic NLP is being advanced by addressing linguistic challenges and improving model effectiveness 

through fine-tuning and innovative methodologies. Recent efforts in machine translation and dialect 

identification have focused on addressing dialectal variations, author profiling techniques, and identifying 

Arabic dialects in social media content. The use of fine-tuned AraT5 models for translating various Arabic 

dialects into Modern Standard Arabic and BERT models for author profiling have improved accuracy in 

demographic feature prediction [4] [5] [6]. A comparative evaluation of ChatGPT and Cloude's abilities to 

accurately parse Arabic sentences has provided insights into their strengths and weaknesses in handling the 

complexities of the Arabic language [7]. Wael et al. [8] showed significant improvements of transformer-

based models for Arabic Word Sense Disambigu- ation (WSD) over traditional methods, aligning with the 

findings of Dandash and Asadpour's research [9] on personality analysis in social media and its influence on 

sentiment. Sign language recognition has also been investigated, incorporating both manual and non-manual 

features for improved performance. Also, it highlights the relationship between personality traits and 

sentiment analysis, stressing the importance of a detailed approach when examining social media interactions 

among Arabic speakers. Ad- ditionally, a comparative study of large language models highlights the 

complexities of gender representation in Arabic [10]. 

In Arabic NLP models and frameworks, Alyami et al. [11] presents a pose-based approach for isolated 

Arabic sign language recognition using hand and face key points. The framework includes Long-Term Short 

Memory (LSTM), Temporal Convolution Networks (TCN), and Transformer-based models. The 

development of two Arabic AI Classifiers, AraELECTRA and XLM-R improves detection accuracy [12]. 

Transformer models like AraBERT [13] and ARAGPT2 [14] addressed the limitations of ex- isting 

multilingual models and provided a robust framework for evaluating language understanding across dialects. 

Al-Smadi in 

[15] has proposed a multi-label classification model for Arabic medical questions DeBERTa-BiLSTM, 

combining DeBERTa and BiLSTM architectures to improve automated question-and-answer systems in 

healthcare. Abdul-Mageed et al. [16] introduce ARBERT and MARBERT, deep bidirectional transformer 

models for Arabic language processing. Alsuwaylimi [17] has proposed hybrid models combining BiLSTM 

with CAMeLBERT and ALBERT for enhanced ADI performance and dialect identification. AraT5 is a suite 

of pre-trained text-to-text Transformer models tailored for Arabic language generation [18]. 

El Rifai et al. [19] discuss the need for multi-labeling systems for automatic tagging of news articles based on 

vocabulary features in Arabic text classification. Some studies such as: [20], [21] focus on the Holy Qur'an, 

using a Text-to-Text Transformer for Qur'anic NLP research. Chouikhi and Alsuhaibani [22] evaluate and 

compare the performance of Text-to-Text Transformers (TLMs) for Arabic text summarization, addressing 
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language complexity and the need for advanced techniques. 

The research on Arabic plurals is limited. A study by Adeeb [23]introduced a CNN-based approach for 

classifying broken words into singular and plural forms. Radman et al. [24] addressed morphological re-

inflection generation in Arabic, focusing on singular-to-plural noun conversion using transformer-based 

models. A Character-BERT model is pretrained on a large Arabic corpus, and two architectures are proposed 

to fuse this model into an encoder-decoder transformer. 

II.  METHODOLOGY 

This study employs a systematic approach to NLP and deep learning, utilizing a transformer-based model. It 

involves data preparation, tokenization, data splitting, model selection, training, evaluation, and practical 

inference to classify Arabic plurals, as shown in Figure 1. This methodology, common in modern NLP tasks, 

uses transfer learning to improve performance on labeled data, effectively addressing the unique challenges of 

Arabic language. 

 

Figure 1 Arabic BERT Transformer Model Training and Evaluation Process 

 

 

 

 

 

A. Data Preparation 

This sub-section discusses data collection, preprocessing, tokenization and training parameters. 

1) Data Collection and Preprocessing 

The dataset used in the study contains 7400 instances of Arabic words divided equally into four instance 

classes as: 0 for other words, 1 for Irregular Plurals, 2 for Sound Feminine Plurals, and 3 for Sound Masculine 

Plurals, with 1850 samples for each class. The dataset was preprocessed manually by removing any affixes 

from plurals and the other words. The affixes like: the definite article "the ال ", which precedes and attaches 

at the beginning of an Arabic word, such as the word “the 

school المدرسة”, also; the possessive pronouns "his هـ" and "their هم " which catch up and attach at the end of 

the word, such 

as the word “his school مدرسته ” or “their school مدرستهم”. The preprocessed dataset is stored in an Excel file 

containing “text” and “labels” columns corresponding for the different types of plurals. 

 

2) Tokenization 

Tokenization is a process that converts raw Arabic text into a format for the BERT model. It involves 

breaking the text into tokens, which can include words, sub-words, or characters, to ensure uniform length. 
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Sequences are padded to ensure uniform length or truncated if they exceed a specified maximum length. Each 

token is mapped to a unique identifier (token ID) in the tokenizer's vocabulary, allowing the model to 

understand and process the text numerically. The distribution of tokenized sequence lengths is plotted in 

Figure 2 to analyze the model's performance. A significant peak at a sequence length of 4 suggests the model 

is likely trained on a dataset with predominantly four-character sequences. Other lengths, such as 3, 5, and 6, 

show lower counts, indicating less commonness. Visualizing sequence lengths help guide decisions on model 

archi- tecture, preprocessing steps, and hyperparameter tuning. The distribution of sequence lengths can 

affect training efficiency, with similar sequences leading to efficient batch processing, and extreme 

variability causing inefficiencies in handling pad- ding and computation. 

 

Figure 2 The Sequence Lengths 

  

B. Data Splitting and Model Selection 

The Transformer model is trained using a structured dataset divided into three parts: 20% Test dataset (which 

are 1480 instances), 80% Training dataset, and 10% of Training dataset is used as Validation dataset, as 

illustrated in Figure 3. This approach ensures effective training, clear validation and testing strategies, and 

robust performance in real-world applications. The structured data splitting ensures a robust approach to 

training, validation, and testing, which is crucial for evaluating the model's performance accurately. 

 

Figure 3 Data Splitting for Model Training 

 

A pre-trained Arabic BERT model (CAMeL-Lab/bert-base-arabic-camelbert-mix) which is employed for 

Arabic text classi- fication tasks, is adopted for Arabic plurals classification and a tokenizer is used to convert 

Arabic text into a suitable format. Using a pre-trained model tailored for Arabic text enhances the likelihood 

of achieving high performance in classification tasks. The validation set plays a critical role in monitoring the 

model's learning and adjusting as necessary, while the test set provides a final assessment of the model's 

generalization capabilities. 

C. Training parameters 

The adopted model is trained on a labeled dataset using the train() method of the Trainer object. The training 

process involves parameters like learning rate, batch size, number of epochs, and weight decay rate, as 

illustrated in TABLE I. The data is for a substantial duration of 5 epochs, allowing it to learn effectively from 

the data. 
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TABLE I THE TRAINING ARGUMENTS. 

Training Argument Value Description 

evaluation_strategy "epoch" 
The strategy used to evaluate the model. In this case, the 

model is evalu- ated on the validation set after each epoch. 

learning_rate 2e-5 The learning rate is used for training the model. 

per_device_train_batch_siz

e 

8 The batch size is used for training the model on each device. 

per_device_eval_batch_size 8 The batch size is used for evaluating the model on each 

device. 

num_train_epochs 5 The number of training epochs. 

weight_decay 0.01 The weight decay rate is used for regularization during 

training. 

 

The evaluation strategy is evaluated at the end of each epoch, allowing for performance assessment 

throughout the training process. The learning rate is set at 2 x 10
-5

, indicating careful convergence towards 

the minimum of the loss function. The per_device_train_batch_size is 8 for frequent updates and the same for 

evaluation. The model is trained for a total of 5 complete passes through the training dataset, providing 

sufficient exposure for learning. The weight decay technique penal- izes large weights to prevent overfitting. 

This setup suggests a balanced approach to optimizing the model's performance. The model undergoes 

multiple training epochs and periodic evaluations on the validation dataset to monitor progress and prevent 

over-fitting. 

III. THE RESULTS: 

With no preceding model used to classify Arabic plurals classes, our model success in classify this them in a 

proper way. The built model's performance is assessed using critical metrics, and its generalization is 

evaluated on the validation set and tested on the test set. A confusion matrix is generated to visualize 

classification performance across classes. 

 

A. Model Evaluation 

The built model's performance is evaluated on the validation set to ensure generalization to unseen data. Key 

metrics such as accuracy, F1-score, precision, and recall are used to assess its effectiveness. The model shows 

a significant drop in evaluation loss during testing, indicating improved performance, as illustrated in Figure 4. 

It maintains high accuracy at 97% across both datasets, with F1-score values close to 96.93% for validation 

and 97.23% for testing. The model's precision is slightly higher in testing at 97.24%, indicating its ability to 

minimize false positives. The model's recall shows a similar trend, with validation at 96.92% and testing at 

97.23%. 
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Figure 4 Validation and Test Results 

 

However, The F1-score is slightly lower than accuracy, suggesting that while the model is accurate, there 

might be some trade-offs between precision and recall. The model's high precision and recall values indicate 

its ability to identify positive cases without many false positives or negatives. The model's drop in evaluation 

metrics from training to testing suggests minor overfitting. Despite these issues, the model is reliable and 

robust for its intended tasks. 

 

B. Confusion Matrix Analysis 

The confusion matrix is a tool used to visualize the classification performance of a model across different 

classes. It provides an intuitive understanding of the model's performance and potential misclassifications. The 

built model's predictions on the test set are obtained, and a confusion matrix is calculated to visualize the 

performance across different classes. The matrix, in Figure 5, shows the classification performance of the 

model across four distinct classes which were mentioned before. The diagonal elements of the matrix 

indicate correct predictions for each class, while off-diagonal elements indicate misclassifications. The 

matrix suggests that the model performs well, with most predictions correctly classified. However, there are 

some instances of confusion between certain classes, particularly between Irregular Broken Plurals with 

Others and Sound Feminine Plurals. The visual representation helps identify these misclassifications and 

highlights the model's strengths and weaknesses in classifying different plural forms. 

 

Figure 5 The four classes confusion matrix 

 

C. Inference on New Data 

The built model was tested with new, unseen Arabic words to demonstrate its practical applicability. The 

results of predicted classes are printed in a readable format, as shown in Figure 6, that all the words 
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were correctly classified apart from one word. 

 

 

 

 

 
Figure 6 New Data Inference 

 

The missed prediction word was the word “their book كتابهم” with a suffix (هم) which related to third-person 

possessive pro- noun. This misprediction shows another challenge of Arabic language which represents the 

different type of word affixes. Moreover, we should note the success of the model in classify the prefix word 

 Overall, the model's reliability and robustness are .(ال) which is preceded by the definite article ”الخاشعات“

evident. 

IV. CONCLUSION: 

To sum up, this research successfully demonstrates the application of a transformer-based model for Arabic 

plurals classifica- tion. The study's remarkable 97% of accuracy across validation and testing sets, which is 

achieved by utilizing a pre-trained BERT model, demonstrates the model's ability to distinguish between 

diverse Arabic plural forms. In addition to highlighting specific regions of confusion, especially between 

irregular plural forms and other categories, the confusion matrix analysis also provides classification 

strengths. Understanding the features of the dataset is further improved by the insights obtained by 

visualizing sequence lengths, which help guide decisions for further model optimizations. Ultimately, our 

findings contribute to the growing body of work in Arabic NLP by adding to the expanding corpus of Arabic 

work and highlighting the effectiveness of advanced models in addressing the unique challenges of this 

language. 

V. FUTURE WORK: 

To improve Arabic plural classification, expanding the dataset to include diverse examples and dialects, 

incorporating data augmentation techniques to address imbalances, and integrating contextual embeddings 

and multi-task learning approaches could enhance the model's understanding of Arabic morphology and 

syntax. Addressing difficulties in classification due to attached affixes, such as third-person possessive 

pronouns, through advanced preprocessing techniques such as stemming and model ad- aptations could 

further improve performance. Moreover, the evaluation highlights areas for improvement, particularly in 

balanc- ing precision and recall further if necessary. 
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