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Abstract— In this paper, we deal with the optimal
reconfiguration of a transfer line. Such a line iscomposed of
serial stations. Operations of the same station argartitioned into
blocks activated sequentially. The operations of ehcblock are
executed simultaneously by the same spindle-headse problem
is to group the operations into blocks and to assigthem to
machines in order to minimize the line cycle timen such a way
all operations are assigned and constraints are ssfied. A
heuristic approach is proposed to solve the problemFor the
solution enhancement, improvement procedures are ggested. A
lower bound on the line cycle time is defined to nasure the
efficiency of the proposed algorithm. Test instance are
performed and experimental results are presented.
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realize all operations that are assigned to hinnduthe cycle
time [3]. In the literature, this problem is knows the Simple
Assembly Line Balancing Problem (SALBP).

In 1986, several models have been listed in [4]:
SALBP: only the most common constraints are considehed: t
cycle time and precedence constraints. Dependingthen
objectives, several versions of SALBP are consitlene cite
only: SALBP-Iminimizing the number of stations with a given
cycle time) andSALBP-2(minimizing the cycle time with a
given number of stations).

The SALBP problem doesn't reflect the industrisdlity,
because of the considered simplifying assumpti®hsrefore,
more general assumptions have been introducediisncase
we speak of Generalized Assembly Line Balancingolero
(GALBP).

GALBP: This model considers both current constraints and

A Transfer Line Balancing Problem (TLBP) is studied other less common as: grouping operations (mustssaned

here. It consists on the optimization of serial hiaing lines.
These lines are reconfigured in industry for masspction
[1], [2], where high production rate is required.duch lines,
parts to be produced are simultaneously transfefr@t a
station to the next at the end of a line cyclestasvn in Fig. 1.
The line cycle time is the maximum of station tim&sach
station is equipped with spindle head having séves to
execute several operations at the same time. Igiltiele
heads are also called blocks. The objective iss&iga all
operations to blocks then to allocate the obtaibkxtks to
stations, minimizing the cycle time. This is similto line
balancing problem.
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Fig. 1. A scheme of a machining line

[Il.  STATE OF THE ART

The balancing problem arises for all types of potidun
lines. Originally, it was formulated for mono-pradwassembly
lines, in the automotive industry. The objectivetted problem
is to assign operations to workstations, while pinecedence
constraints are satisfied and each operator hadirte to
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to the same station), incompatibility (operationsisin be
assigned to different stations), parallel statidopperations
performed simultaneously)...

Our problem called Transfer Line Balancing Problem
(TLBP) can be considered as mentioned in [5] bygDiohAnd
Guischinskaya, as a version of GALBP. To our knaolgk
studies dealing with this problem aren’'t numerduiseries of
studies was carried out by Dolgui and his team.egsv
families of problems have been addressed in [4yagg that:
the activation mode of blocks is sequential, patall mixed,
the set of possible blocks is available in advaagot.

For solving these problems, exact methods have been
proposed. They are based on:
- Graph theory: in [7], the original problem has been
transformed into a shortest path problem, afterctivestruction
of a special graph to the problem.
- The mixed integer linear programming: the TLBP problem
was presented in [8] as a mixed performance intéigear
program. In [10], the authors have improved the ttodir
approach, reducing the number of variables by aendetailed
analysis of the original problem constraints arel ¢hlculation
of a lower bound for the station number.
- Branch and Bound: This method has been proposed in [9].
In this paper, a lower bound for the objective fiorthas been
developed; it is based on a relaxation of the gnobstudied, in
order to transform it to a "Partitioning Problemt"Send to
calculate a lower bound for the station number.
As Transfer Line Balancing Problems are NP-hard, [9]
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heuristic methods have been used for solving laignces.
Some  heuristics have been proposed in

- RAB algorithm (Random Assignment of Blocks): this
heuristic based on COMSOAL (Computer
Sequencing Operations for Assembly Lines) technigas
build stations progressively, by a random assignmef
possible blocks to the current station.
- DFS algorithm (Depth-First Search): heuristic based on the
technique of depth-first search to find the shorfesth in a
special graph. The algorithm stops when the fidtt®on is
found.

- Mixed optimization approach: presented in [5], it is based on
the decomposition of a heuristic solution on sulibgms
which are resolved by an exact method to improeedtiality
of the initial solution.
In the majority of studies found in the literatuognsidering
the TLBP problem, the optimization criterion istke line cost
by reducing the number of stations and blocks. &/hil this
work, we aim to minimize the cycle time of the line

I1l.  PROBLEM DESCRIPTIONS

The problem studied
assignment of all the operations necessary to pmthe final
product. This problem is introduced by analogy # BP-2,
where the criterion is to minimize the cycle time.

A. Constraints
Different constraints are considered in this proble

1) Precedence constraintsthe execution order of the

operations may be partially specified due to the

technological constraints, they can be illustratgd a
graph that contains nodes corresponding to theatipas
and arcs connecting the nodes. The arc (i, j) £xishe
operation i can be performed before or simultankgous
with the operation j.

Exclusion constraints: express the impossibility of
combining some operations in the same block ohe t
same station.

Inclusion constraintsexpress the fact that two operations
must be executed in the same block or in the saatiers.

In addition, limitations are imposed on stationsd an
blocks. In fact, the capacity of stations in terms of
machining units (5 must be taken into consideration.
Indeed, the maximum emplacement to equip the sfatio
is limited. In addition, a machining unit has a itiea

2)

3)

number of tools () that perform several operations at the

same time.

B. Parameters and Notations
The parameters used are:

N:

my: the fixed number of stations in the line,

the set of all operations,

no: the maximum number of blocks per station,

ip: the maximum number of operations per block,

[7]:

Method ofSubset must be assigned to the same station (block)

ti:
ES (E®): subsets of operations so that all operationsaohe

the execution time of operatign CN.

E° (B®): subsets of operations so that all operationsaohe
subset can’t be assigned to the same station (block

Problem constraints can be represented as follows:

G'(N,D"): a directed graph representing the precedence
constraints between operations.
G=(N,EY) (respectivelyG"=(N,E"): a graph representing the
inclusion constraints for operations in the samaticst
(respectively block). FoX O N, XOE® (respectivelyE®) if

and only if the operations of must be assigned to the same
station (respectively block).
G*® = (N,E®) (Respectivelys ® = (N,E®)): a graph
modeling exclusion constraints for operations ie tsame
station (respectively block). Fk OON, X

Dgs(respectivelgb) if and only if the operations of can't
be assigned to the same station (respectively hlock

in this paper consists on the

C. Objective

To solve the optimization problem we have to deteem
the reconfiguration parameter; ={N,,,...,N,, } the set of

blocks in station kK=1...my), whereNy is the set of operations
grouped into the same blodk (I = 1...n) of station K,

P=(Nye Ny ) =N N e N N e N N, 8
reconfiguration decision presenting an assignmerft o
operations to a series of machinksi(...m,) and repartition of
operations tay blocks of the same statidg and minimizing
the cycle time of the line. Fig. 2 illustrates time structure.
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Fig. 2. A Machining Line structure

The cycle time of the lind, is calculated as follows: The
activation mode of blocks that governs how to eeg#ue
machining units of the same station is sequensal, the

working time of a station is equal to the total @xt@on time of

its units:

Tk=iT(Nkl),Dk=l,..., m, D

The block running tim& (N, ) from the statiork depends
on the operations s, Operations in the same block are
executed in parallel, so the execution time of acklis the
maximum time of its operations.



T(N,) = Max {t. /0 Nm} 2 assignment must satisfy the following constrairtslusion
: block, precedence, exclusion block and the capazityhe

As the line cycle timd. is the time to process a product by blockio.

any station (time of the bottleneck station), weeha
C. Improvement procedures

7) Improvement by exchange between blocks

T = Max (S Max {t /0N 3 In order to improve the heuristic solution i.e. dssure

¢ kzl...mu(Z‘l { i K }) further reduction of the obtained line cycle tiMghe, which
depends on the bottleneck statignwe proceed to move some
Since the TLBP is a generalization of the simplseasbly ~ operations of this station from one block to anothéhe same
line problem known to be NP-hard, the considerablem is  station.

also a complex problem and can't be resolved byctexa We move from the blocky to an adjacent block, the

methods. operationimax g Which imposes the cycle time of this block, if

all the constraints are respected.
IV. RESOLUTION APPROACH .
) ] i We opted for an exchange between adjacent blocks to
In this section, we describe the overall approadh Wreqyce the risk of violating the precedence coimaThe
developed to solve our problem. This approach @u&en jgea of this procedure is to start with the movetsighat help

four steps: to bring the best improvement, i.e to reduce thelecyime of
) _ the bottleneck statiof,g. After each movement, the cycle time
A. The Precedence graph transformation algorithm is calculated and the new bottleneck station istifled to

In [8], a precedence graph transformation algorithas ~ apply the same procedure again. If no exchangeupeatia
been proposed to reduce the problem size. Indeedn¢lusion — decrease in cycle time, the procedure stops.
constrairgts to the same block can be treated iaradv Using
G' andE®, theN set can be divided into subsets called macrox .
operations grouping the operations that must béopeed in 8) Improvement by exchange between stations

the same block. Tbhis transformation reduces théleno size be (F)ebetg?ncelr(;gb;hfng\)/ﬂg ggnrﬁeoégz(fagg;ﬂse#ﬁ%k tﬁtatlagoatlr?g
and eliminates thE” constraints. For more details refer to [8]. adjacent stations. So that the precedence reﬂlamﬁmt asnot

Our work takes place after this step and it isgrened with  violated, we move from the last block &, the operation

the macro-operations, obtained after this transéion. In the  haying the greatest operating timﬁxg to the first block of
following, we use the term operation to refer tocma "o

operation. Sy+1 and Mové yax gfrom the blockby, to the last block 0§;.1.
The direction of travel is shown schematically ig #.
B. Heuristic method Statton__
As the problem is NP-hard, we propose a heurigiic t L] J_HJ }_1
achieve a compromise between computation time amadity Bm»ts<k' L~ e ]| A
of the obtained solution. The developed heuristiethod ¥ ]
provides an initial solution calle@, e, i.e. all operations are
assigned to stations and blocks respecting all ptablem Se % S

constraints. _ - .
Fig. 3. Direction of operations travel between blocks aatians

The steps of this heuristic are:
_ _ When one of the problem constraints is not satisfie
4) Assigning rank to the vertices of G _ moving to the new station becomes impossible. ¢ukh be
_ Thereby we determine the assignment order of dpegt poted that any movement must ensure the reductitmedine
without violating the precedence constraintsllfdenotes the cycle time. These movements can cause the appeacdre

operations list of the same rankwe proceed to the assignment naw bottleneck from the two affected statiGgsandS,...
of an operation frorh, if all operations of the sét (1< x<r)

are affected, and therefore all its predecessces aineady We must therefore ensure that, after these chatigesew
affected. Thus, operations are assigned to theuatlegtation Cycle time (which corresponds to execution timetie new
and the appropriate block, in ascending order eif tiank. bottleneck station) is less than the old valud ofif not these

changes are discarded. To estimate the qualithieoheuristic
5) Allocation to the station, &1 s’k <my) solution and the improved solution or to give praéftheir

The assignment of the current operatido the statior.  optimality in some special cases, we have develgpémiver
must satisfies the following constraints: Inclusistation, bound forT..

precedence, and exclusion station.

6) Allocation to the blockp(1 <1 <n) V.  LOWERBOUND

Once the current operations affected to the statidi, we An obvious lower bound for the cycle time of theelll is
define the blockby of S wherei will be performed. This given:



BI1= Max(t,) @

This bound corresponds to the case where theresiisgie
block per station and is generally so far fromapémal value
of the criterion considered.

We propose another lower boull2, better thanBI1,
because it takes into account some constraintslug@an
blocks, limitation of the blocks number per statiog and
limitation of the operations number per blagk

The calculation of this bound is obtained by relgxthe
precedence constraints, so we form blocks with atjmers in
the order of decreasing durations and place in &tk the
maximum number of operations.

Thus, operations of large execution time occupysime
block, and will be performed simultaneously; hetite cycle
time will be reduced. In order to achieve our goad,have also
interest to occupy all stations. To minimize theleytime, the
distribution of blocks on the stations must seebatance the
load of different stations.

The steps oBI2 calculation are:

A. Construction of blocks

Take the N operations in descending order of their
operating time, and form blocks with the maximunmiver of
operations,,.

: N :
We obtainn blocksby, b,,..., by, (n = — J+1.la] is the
IO
integer part of) with durations such that:

T(b)>T(by)> ...>T(b,) and the execution time of a blolok
T(b,) = I\/égx(ti),Dk =1l.n.

During the construction of these blocks, if therent

Microsoft Visual Studio C++ version 6.0 under WimndoXP
and the programming language C++, on a PC Intekbftim
® with 1.73 GHz frequency and 512 MB of RAM.

16 series of tests were randomly generated fomabeu of
operationsN varying from 5 to 30 and a graph dendiifG')
ranging from 0.11 to 0.7
Each series includes 10 instances of the ddrardD(G") but
differ by the operations time.

For each of the 160 instances, we apply the heurist
algorithm to find an initial solution calle8,, with a line cycle
time T¢ peyr TO IMprove Sy, i.€ to reduceT; pey the two
improvement procedures were used. The final salui®
Sexchange_8Nd the cycle time is notaq jmpr

A. Performance indicators

Four performance indicators are used to measurgudigy
of the resolution method:

Time_execution (s)s the computational time related
to the heuristienethod and improvement algorithm.
Improvement (%)is the improvement percentage of
Sheus Calculated as follows:

LA
( c_heur c_|mpr) ><100

improvemet(%) = (5)

c_heur

Gapl (%): is the difference between the value of the
heuristic solution Tye-and the optimal solution Bl.

x100

Tc heur Bl
Gapl(%) = T (6)

Gap2 (%):is the deviation of the improved solution
Teimp from the value of the optimal solution BI.

operationi to assign to the block under construction don't

respect the exclusion block constraints, it's tefa later stage
and we move to the next operation and verify timeestning.

B. Distribution of blocks to stations

First, we assign the gfirst blocks R at each station. The
execution time of each statiop, &t this stage, is T(B= T(b).
If there are blocks not yet allocated, the curtdotk is placed
in the station with the lowest execution time. Rapentil all
blocks are assigned.

At each block’s assignment to a station, we haveptate
the station execution time. At the end, we shoaldetbalanced
stations in terms of execution time thus the cyitee is
minimized.

VI. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed methddo
identify the impact of some parameters (denBi(@") of the
precedence grap@’ and the problem size i.e the number of
operationdN), an experimental study is developed. We used th

T. _-BI
Gap2(%) = '“ﬁT x100 @

B. Performance of improvement procedures

For the 160 instances, we report the experimeeisllis
with a cloud of points in Figure 5 showing the ilmpement
percentage. Note that for almost all instancesintipgovement
varies between 0.72% and 10.67% and rises to 22f868b=
10. We can say that the improvements are significan

In fact, for lines of mass production, the linefpemance is
measured by its cycle time, then, even a smallatémhu of T,
implies a considerable productivity gains and bienedm
economies of scale. However, this reductionT@fe,is not
guaranteed for any instance. We note that for smstances,
the application of improvement procedures has receflt
would be interesting to know if the heuristic sa@ntwe have
iGS optimal.
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Fig. 4. Improvement percentage for differevt

9) Deviation of the obtained solutions relative to BI:

The graphs in Fig. 5 and 6 visualize the percentafge
solutions whose gap is equal to 0% (i.e the satusooptimal)
and that the value of the gap is in the followintgivals: from
] 0%, 10%)] to] 90%, 96%] with a pitch of 10%.

Fig. 5 shows the difference between the heuristiation
and the lower bound for the set of generated tkstss found
that only 2.01% (respectively 4.03% and 4.70%) sdwseve a
Gaplwhich belongs to the intervhB0%, 96%] | respectively
80%, 90%] and 70 %, 80%]), so for a small proportion, the
heuristic solution is far from the lower bound.

In the other side, for 21.48% of the heuristic alhm tests
provide an optimal solution. It is obvious that fbese 21.48%
of instances, which we have given a proof of oplitya
Improvement (%will be zero; sincel ne,reached the lower
bound so the heuristic solution can't be improvedhiermore.
Looking at Fig. 6, we notice that 23.49% of the ioyed
solutions are optimal. It is noted that for 8.57%he optimal
case, optimality is reached after applying improgem
procedures, while the rest has already been oltalinectly by
the proposed heuristic.

Comparing the two Fig. 5 and 6, it is clear that ¥ialue of
GapZ2is lower than that oBapl This leads us to conclude that
the application of the improvement procedures [fuliihe
function for which they were proposed i.e. to rezltice gap
between the obtained solution and the lower bound.
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C. \Variation of results according to N

The performance of the proposed resolution apprasch
measured by the improvement percentage of the dtiguri
solution Improvement (%)and the total execution time. To
evaluate the behavior of these criteria for difféereumber of
operationdN and for the same densiBy(G"), we summarize the
results of the tests in Tables 1, 2 and 3.

TABLE I. RESULTS ACCORDING TON (LOW DENSITIES
N Improvement (%) | Time_execution (s)
Min Max Min | Max | Moy
5 [ 0,00% | 0,00% 13| 25 21,2
10| 0 22,95% | 37 | 55 45,1
15| 0 8,83% 23 | 77 46,9
17| 0 10,14% | 49 | 67 58,9
20| 0 11,11% | 46 | 72 60,5
23| 0 5,29% 44 | 109| 67,7
25| 0 6,82% 59 | 112| 76,9
300 10,67% | 65 | 283| 123,17
TABLE II. RESULTS ACCORDING TON (AVERAGE DENSITY)
N Improvement (%) | Time_execution (s)
Min Max Min | Max | Moy
5 | 0,00% | 0,00% 12 26 17,4
10| O 22,95% | 23 49 33,1
15| 0 0,00% 25 54 38,4
20| 0 3,08% 31 74 46,9
TABLE Il RESULTS ACCORDING TAN (HIGH DENSITY)
N Improvement (%) | Time_execution (s)
Min Max Min | Max | Moy
5 [ 0,00% | 0,00% 12 26 17,4
10| 0 22,95% | 23 49 33,1
15| 0 0,00% 25 54 38,4
20| 0 3,08% 31 74 46,9

In Table 1, the problem siz¢varies \ = 5, 10, 17, 20, 23,
25, 30) for a family of low densities (0.1 D(G") < 0.2).
Tables 2 and 3 show respectively the variatiohgdrovement
(%) and Time_execution(s) according tad\, for an average
density D(G) = 0.5) and high densitpp(G') = 0.7).

10) Evolution of Improvement (%) according to N

Note that the improvement percentage $f, doesn’t
depend on the number of operations to affect bthera
depends on various problem constraints (precedemcéjsion
for stations and blocks, inclusion for stationg, ny andiy),



since operations exchange between the blocks dfdtieneck
station or operation exchange between the statiwh its
adjacent stations, is possible only when all cansts are
satisfied.

-Evolution of Time_Execution(s) according to N: from the
three tables, we can study fhiene_executioevolution shown
in Fig. 8. It is obvious that whenever the operatirmumber
increases, the average computation time incredsgsecause
we spend more time to allocate these operationdifterent
stations and blocks. But it still remains low fdt the 160
instances, it ranges from 15s (fdr= 5 andD (G') = 0.7) to
123s (forN = 30 andD (G') = 0.11).

D. Variation of results according to D(Gr)

- Improvement evolution according to D(G'): we report the
evolution of the average improvement in Fig. 7. Seheesults
show that wheneverD(G') increases the improvement
decreases. For high densities, the average impreneaf the
heuristic solution by managing the bottleneck stathecomes
low or zero. This behavior can be explained byftw that a
high density reflects that precedence relations'afiexible to
perform exchange of operations between the blodkth®
bottleneck station or the exchange with the adjestion.
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Fig. 7. Evolution of the Mean Improvement accordindt@andD(G')

- Time_execution evolution according to D(G): returning
to Fig. 8, we can see the details of the time ra&ol behavior
for series of tests withl = 5, 10, 15, 20. For the samg we
must observe the three abscissas lab&¢@'] = 0.2,D(G') =

0.5 andD(G") = 0.7), which allows us to study the influence of

the D(G'). We see a direct link betweed(G') and the
computation time. Indeed, observing each seriearaegy, we
find a significant reduction of the execution tif@ a high

density D(G") = 0.7). Thus, it can be concluded for eachl’]

series, the family of tests at low densiB(G') = 0.2) is always
more difficult to solve than tests with an averadensity

(D(G") = 0.5). Similarly, the series with an average igreze

more expensive in computation time than series it

highest density. The difficulty of low-density iasices can be
explained by the
assignments to stations and blocks. So, when thsitgeis

higher, the precedence constraints become numenmdighe
problem becomes less flexible and the solution btained
rapidly. However, the two parametéMsandD are not the only
factors that influence the computation time, esgcias the
difficulty in some instances, may be due to the eucal

values of the input data which are generated rahdom

large number of possible operation

70 -
60 +
50 4
40 -
30 +
20 4
10 4

Mean Execution Time (s)

15 20
N Y,

Fig. 8. Evolution of the Mean Execution Time accordingt@andD(G')

VII. CONCLUSION

According to the experimental results, we obtai@3m9%
of cases, an optimal solution. In addition, in 32&20f cases,
the deviation from the lower bound does not exc&ééo.
Moreover, the proposed approach is able to produsaution
in a very low computation time. By managing thetleoecks
stations, reducing cycle time of the machining liseup to
22.95%. In general, the rate of good solutions iobth is
interesting then we can say that our resolutionaagh is quite
effective. The use of metaheuristics can improveemie
quality of the obtained solution, and is in ourropn a logical
sequence to this work.
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