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Abstract— In this paper, a novel compression approach for 

large Arabic textual images is proposed. Initially, input texts are 

segmented into patterns which represent sub-words. Then, 

patterns-matching procedure is used in order to find similar 

patterns within the image. Finally, to optimize the performances 

of this approach, an adaptive arithmetic coding is used to encode 

the resulting data streams. Experimental results show that the 

average compression ratio of our approach is better than other 

existing algorithms such as LZW and CCITT Group 4.   
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I. INTRODUCTION (Heading 1)

Nowadays, document image compression is an important 
step in digital archiv-ing. The document images can be 
regarded as manuscript that was handwritten or printed and 
consist of semantically meaningful characters. The 
compression must be efficient to reduce the amount of data 
required to present a document image. Moreover the 
compressed file should be including a content-based searching 
oper-ation. Textual images contain two types of redundancies: 
bit-level and symbol-level. In order to retrieve information in 
documents image, these documents should be compressed by 
symbols. Then, textual images can be considered as bi-nary 
images that mainly compose of symbols. Existing document 
image compression approaches include several standards such 
as G3, G4, JBIG and JBIG2 [1] which achieve various 
compression ratios. The JBIG1 uses an adaptive context-based 
arithmetic coding known as Q-coder and has results better than 
those of CCITT Group4. Moreover, this standard supports 
multiple bit-plane encoding and progressive mode of 
transmission.  

In the last decade, JBIG2 [2], [1] and JB2 [3] (used in DjVu 
file format) was introduced as binary image encoding methods 
which incorporate a compression approach based on pattern 
matching techniques. The aim of these techniques is to reduce 
the redundancy at the symbol level among the text region of an 
image. First all patterns in the document image are extracted. 
Each pattern corresponds to a symbol, a word or a punctuation 
mark. Then, all similar patterns are assigned to the 
corresponding prototype. Since the document image contain 
similar patterns can occur many times, a high compression 
ratios can be achieved by reducing these redundancies. In the 

encoding step, prototype symbols will be encoded by an 
efficient coding method then their corresponding index and 
residual pattern are used to encode the repeated symbols. The 
residual pattern, which represents the difference image between 
a symbol and its corresponding prototype, can influence on the 
quality of a decompressed image. In the lossless mode, the 
error maps are encoded into the compressed file. Otherwise, 
the compression will be lossy. In our experiments, the 
compression will be visually lossless because there is no visible 
error in the reconstructed image. 

II. SYSTEM OVERVIEW

In this paper, we propose a compression method for large 
Arabic text in document images. One of the test images is 
shown as Fig. 1. We used three steps to accomplish the desired 
purpose. In the first step, which involves segmentation module, 
the input image is partitioned into individual symbols. In the 
second step, a pattern matching technique used to determine 
similar patterns. Finally, a neighborhood coding is performed 
to encode each symbol. The three steps in which the algorithm 
compress the large text are described below. 

Fig.1. The block diagram of the proposed compression approach 
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A. Segmentation module

Word segmentation is a critical stage towards our method. 

Arabic word segmentation algorithms can be categorized into 
three types. The first type segment a whole Arabic word into 
characters [4], [5], [6]. Otherwise, the second category uses the 
whole words without segmentation [7], [8]. Recently, Mona et 
al. [9] proposed sub-words segmentation algorithm based on 
conditional labeling using horizontal and vertical projection. 
Moreover, Jawad et al [10] use both vertical histogram and 
connected component analysis to segment the words into sub-
words. In this work we use the segmentation between 
connected characters of each word to obtain naturally 
segmented sub-words. In order to obtain sub-words that 
corresponding to one or multiple characters we apply a vertical 
projection on the input image as shown in Fig. 2. The bounding 
box of each sub-word is then determined (Fig. 3). 

Fig. 2 (a) example of Arabic text (b) Vertical projection of 

a sub-word (c) segmented sub-words 

Fig. 3. Examples of segmented sub-words. 

B. Pattern matching module

The pattern matching module uses the corresponding
bounding box as binary features for the sub-word images. We 
compared these features using the correlation measure to obtain 
a similarity score between 0 and 1, which represents the extent 

of match between two sub-words. We used a similarity 
measure which is defined for two sub-words X and Y, as in 
equation (1). 

Where sij represent the number of corresponding bits of X 
and Y that have values i and j. 

The smaller the similarity measure, the better is the match. 
Then, every detected sub-word in the input image is compared 
with every prototype and a distribution of similarity measure is 
obtained. Finally, sub-word is affected in rank in accordance 
with this score. Fig.4 shows an example of this operation. 

Fig.4. Example of pattern matching procedure 

C. Patterns coding

- The neighbourhood coding

In this step, we transform the sub-word into a set of
neighbourhood codes that represent each pixel contained 
within that pattern. Based on Tsang et al [11] algorithm, we 
characterize the sub-word by converting every foreground 
pixel into a vector V= (north, east, south, west). Each 
component presents the number of neighbouring pixels in the 
associated direction (see Fig. 5). Whereas this representation 
presents several drawbacks such as the large number of 
possible codes and redundancies since each code contains 
information that can be coded in another vector. In order to 
overcome this problem, it’s necessary to reduce these 
redundancies either by re-scaling the vector's components or by 
giving another representation. 

Candidate 

pattern 

Libraries 

Find patterns with similar 

bounding box 

Determine similarity 

measure of each pattern 

Pattern exist 

Attribute the 

corresponding 

code 

Encode pattern 

No 

Yes 

(b) 

(a) 

(c)



We scan the sub-word image sequentially from top-left to 
down-right and each time we locate a foreground's pixel I (i.e. 
pixels that have values equal to 1), we calculate their 
neighbourhood vector Vi. The set of all vectors produce a Ф 
matrix which represents the whole sub-word, where Фi= (xi, 
yi, ni, ei, si, wi) (see Fig.6). As we see this method transforms 
an n × m pixel image into p × 6 elements. 

In order to reduce the redundancies of this representation 
we applied a special code reduction process. 

Vi= (1, 2, 2, 3) 

Fig. 5. Neighbourhood vector. 

 

 

 

 

 

 

Fig.6. Neighbourhood coding principle. 

- Code reduction

In this step we aim to obtain a compact representation that
contain least number of neighborhood vectors to represent the 
sub-word without loss of information. A vector defined by 
equation 2, is used to identify the coding capacity CC of each 
neighborhood vector. Then the code with maximum capacity 
and their corresponding pixels is identified. Finally, this 
capacity is updated by subtracting the number of pixels will not 
be coded anymore (Fig.7). 

CCi =  (2) 

 

 

Fig.7. Code reduction algorithm. 

Fig.8 illustrates an example of updating coding capacity 
procedure. Each number represents the coding capacity of the 
corresponding pixel. As can be seen, the maximum capacity 
code is located on pixel (xi=4, yi=3) (Fig.8 (a)), so in the next 
step it will be marked as coded (capacity code=0). 
Furthermore, the pixel (xi=5, yi=2) has two neighbourhood 
pixels (xi=4, yi=2) and (xi=5, yi=3) that should be coded by 
pixel (xi=4, yi=3). So, in order to update their capacity code we 
will subtract 2 from this value in the next step (Fig.8 (b)). 

(a) First step (b)Second step

Fig.8. Update coding capacity example. 
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- The arithmetic coding

Arithmetic coding is the stepgenerating the binary
bitstream. This algorithm is a form of entropy coding which 
overcomes the drawback of the Huffman coding [12]. 

Fig.9. Arithmetic Coding algorithm. 

The basis of this algorithm is to represent a sequence of n 
symbols as a number between 0 and 1. It is based on iterative 
division of an interval to the sub-intervals proportional to the 
symbol's probability distribution (Fig.9Erreur ! Source du 
renvoi introuvable.). 

III. EXPERIMENTAL RESULTS

In this section, we will present compression results of our 
approach on specific data sets. Comparison with the existing 
compression algorithms is given. 

A. Data set for experiment

In the literature, few data sets are built for Arabic textual
image compression. To validate the effectiveness of our 
algorithm, we collect a variety of large textual images. It 
consist 40 heading and titles extracted from various Arabic 
newspapers and books (see Erreur ! Source du renvoi 
introuvable.). The image resolutions of this data set are all 300 
dpi. 

B. Results and discussions

First, let us show the results of code reduction step. As
shown in Fig.11, the number of representative pixels was 
reduced approximately to 23%. 

Then, after getting the reduction rate, let us look into the 
results of compression file sizes. We compress the data set with 
LZW used in the GIF file format, CCITT group 4 used in the 
TIFF file format and our approach. Compression results are 
shown in Erreur ! Source du renvoi introuvable. and Fig. 12. 
We can see, compared with LZW and CCITT group 4, 
compression file sizes of our approach on the data set are all 
the smallest. 

Fig.10.Textual image portions 

Fig.11. Reduction rate 

TABLE I. COMPRESSION FILE SIZES 

Data 

set 

Original size 

(MB) 

LZW CCITT 

group 4 

Our 

1 8,060 1,360 0,750 0,298 

2 8,060 1,310 0,478 0,057 
3 8,060 1,340 0,540 0,151 

4 8,060 1,390 0,572 0,186 
5 8,060 1,310 0,508 0,158 
6 8,060 1,430 0,612 0,196 
7 8,060 1,450 0,616 0,273 
8 8,060 1,370 0,552 0,207 
9 8,060 1,290 0,456 0,109 

Yes 

No 
Exit 

Initialisation 

Left-end point and width of interval 

C (A) =0, A (A) =1 

Calculate cumulative probability of b 

Symbols “a” precede symbol “b” 

Calculate new left end point and width of 

Interval 

C (Ф; b) = C (Ф) + A (Ф) × P (b) 

A (Ф; b) = A (Ф) × P (b) 

Determinate next symbol 

All symbols 

are coded?



10 8,060 1,340 0,514 0,238 
11 2,060 1,080 0,436 0,189 
12 2,060 1,060 0,402 0,113 
13 8,060 1,370 0,568 0,270 
14 8,060 1,310 0,486 0,146 
15 8,060 1,440 0,612 0,257 

IV. CONCLUSION

In this work, we developed an algorithm for large Arabic 
textual image compression. The main idea of this approach is 
Neighbourhood coding with reduction. Based on the extracted 
patterns, we can improve the pattern-matching procedure, and 
this lead to further compression by Neighbourhood coding.  

Experimental results show our approach can improve 
compression ratio on large Arabic textual images. The 
compression results satisfy the lossless context, namely no 
error happens during compression. Our future work will 
concentrate on integrating on our approach in compound image 
compression framework. 

Fig.12. The compression Gain 
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