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Abstract. The modeling process is to find a parametric model whose dynamic be-

havior close to that process. This model will be used to make predictions of the 

process output, or to simulate the process in a control system…etc. In this work 

we used RBF neural networks for modeling nonlinear systems. Generally the 

problem in neural networks is often to find a better structure. We propose in this 

work a method based on No Sorting Genetic Algorithm II (NSGA II) to determine 

the best parameters of a RBF NN. The NSGAII should provide the best connec-

tion weights between the hidden layer and output layer, find the parameters of the 

radial function of neurons in the hidden layer and the optimal number of neurons 

in the hidden layers and thus ensure learning necessary. Two functions are opti-

mized by NSGAII: the number of neuron in the hidden layer of the RBF NN, and 

the error which is the difference between desired input and the output of the RBF 

NN. This method is applied to modeling Box and Jenkins system that is widely 

used. The obtained results are very satisfactory.  

Keywords: NSGA II, RBF Neural Networks, modelization. 

1   Introduction 

Among the advantages of a NN is its ability to adapt to the conditions imposed 

by any environment, and ease to change its parameters (weight, number of neu-

rons, etc ....) depending on the behavior of its environment. The NN are used to 

model and control dynamic systems linear and nonlinear where conventional 

methods fail. Generally learning neural networks can be made in three ways: su-

pervised learning, we have a set of examples (input-output pairs) and we must 

learn to give the correct output of new inputs. The reinforcement learning: we 

have inputs describing a situation and we receive a punishment (or error) if we 
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give out is not adequate. [1]. The identification of the parameters of NN is often 

performed by the algorithms of back-propagation, based on minimizing the train-

ing error and the chaining rule. This algorithm is a gradient descent on a differen-

tiable error function calculated on the output nodes to approximate a mathematical 

function on the inputs. This algorithm showed several disadvantages such as slow 

convergence, sensitivity to local minima and the difficulty to adjust the learning 

parameters (the number of neurons in the hidden layers, learning step etc ....). In 

some networks using Hebbian learning where the synaptic weights can be adjusted 

during a learning phase patterns through Hebb's formula leads to a formula ex-

pressing the weights based on grounds recognized [2]. 

Several approaches have been proposed to improve the method of back-

propagation as the modification of learning step, decentralization of learning step 

algorithms using quasi-Newton [3], genetic algorithms [4] ... etc.. 

In this work we propose the use of NSGA II to construct a model using a RBF 

NN with optimal structure. In this approach the NSGA II is used to optimize the 

number of neurons in the hidden layer of NN, find the best connection weights be-

tween the hidden layer and output layer, find the parameters of the radial function 

of neurons in the hidden layer and ensure learning of NN. This paper is organized 

as follows: in the second section we briefly recall the basic principles of NN, in 

the third section we present the NSGA II algorithm, its operating principle and its 

application in our method, and the fourth section we present the learning of RBF 

NN by the NSGAII, and finally we present the simulation results of the developed 

method in the fifth section.  

2   Neural Networks "NN" 

A NN is a computational model whose design is inspired schematically the func-

tioning of real neurons. Artificial neural networks are increasingly used and ap-

plied in various fields [5-7]. This concept, as well as genetic algorithms, is linked 

to the notion of learning that allow computers to learn by example, experience or 

analogy, forming the foundation for adaptive systems. An artificial NN is general-

ly composed of a succession of layers, each of which takes its inputs to the outputs 

of the previous one. Each layer is composed of neurons, and each synapse is asso-

ciated a synaptic weight. A NN has the ability to adapt to the conditions imposed 

by any environment, and easy replacement when a there are a change of the pa-

rameters of this environment, which allows him to solve problems previously 

qualified as difficult. [8-10]. 



3 

2.1. Radial basis function RBF NN 

Radial basis functions are powerful techniques for interpolation in multidimen-

sional space. Radial basis function (RBF) networks typically have three layers: an 

input layer, a hidden layer with a non-linear RBF activation function and a linear 

output layer. A RBF is a function which has built into a distance criterion with re-

spect to a center. Radial basis functions have been applied in the area of neural 

networks where they may be used as a replacement for the sigmoidal hidden layer 

transfer characteristic in multi-layer Perceptron. RBF networks have two layers of 

processing: In the first, input is mapped onto each RBF in the 'hidden' layer. The 

RBF chosen is usually a Gaussian. In regression problems the output layer is then 

a linear combination of hidden layer values representing mean predicted output. In 

classification problems the output layer is typically a sigmoid function of a linear 

combination of hidden layer values, representing a posterior probability. 

RBF networks have the advantage of not suffering from local minima in the same 

way as Multi-Layer Perceptron. Generally this is because the only parameters that 

are adjusted in the learning process are the linear mapping from hidden layer to 

output layer. RBF networks have the disadvantage of requiring good coverage of 

the input space by radial basis functions. RBF centers are determined with refer-

ence to the distribution of the input data, but without reference to the prediction 

task. As a result, representational resources may be wasted on areas of the input 

space that are irrelevant to the learning task. In this work, it is to the NSGAII algo-

rithm to find the best RBF centers. 

Currently, the RBF-NN are used in many works for different tasks,  for example in 

network traffic identification [11], in a hybrid multi-logistic methodology, called 

logistic regression [12], in classification problems [13] as a nonlinear controller 

[14], hyper-chaotic systems control [15], in energy-based controller [16] in Adap-

tive Control [17] in identification of non-linear systems [18,19] in optimization 

[20] in modeling for nonlinear and non-stationary systems [21].

2.2. Learning of a NN: 

Learning is to determine the weights for the output of the NN to be as close as 

possible to the target. The main problem is how to build an NN, how many layers 

of covers and the number of units (neurons) in hidden layer required to achieve a 

good approximation. Since a wrong choice can lead to poor network performance 

matching [22]. The first attempts to solve the problem of determining the architec-

ture have been to test several networks with different architectures to achieve the 

desired performance [23]. 

In recent years, many studies have been devoted to developing methods for opti-

mizing the architecture of the NN. The main algorithms have been proposed can 

be classified into three families: 



4 

1. Pruning algorithms: detect and remove the weights or units that contribute little

to the network performance [24].

2. Ascending or constructive algorithms: start from an approximate solution to the

problem with a simple network and add if necessary unit or hidden layers to im-

prove network performance [25].

3. The direct algorithms: define a suitable architecture and perform learning or

perform both operations simultaneously, such as genetic algorithms [26].

3. Non-dominated Sorting Genetic Algorithm II:  NSGA II

The Multi Objective Genetic Algorithm we used in this work is the NSGAII (Non-

dominated Sorting Genetic Algorithm) introduced and enhanced by Deb et al. [27, 

28]. It is one of the most used and most cited in the literature algorithms. It is 

widely used by many authors, not only in the context of multi-objective optimiza-

tion, but also for comparison with other algorithms, it is considered as a bench-

mark by several researchers [29-34]. 

NSGAII is an algorithm establishing the dominance relationships between indi-

viduals and providing a fast sorting method of chromosomes. This algorithm uses 

a measure of crowding around individuals to ensure diversity in the population. 

The principle of this algorithm is shown in Figure 1. 

Fig 1. Operating principle of NSGAII 

At the beginning, an initial population is randomly generated, and then it under-

goes a sorting using the concept of non-domination. Each solution is assigned a 

strength or rank equal to the level of non-dominance (1 for best, 2 for the next 

level, etc ...). The reproduction step consists of a tournament for the selection of 

parents. When two individuals of the population are chosen randomly in the popu-
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lation, the tournament is based on a comparison of the domination with constraints 

of the two individuals. For a given generation t, we create Rt=PtUQt , Qt is chil-

dren population of the previous population Pt (generated from the parents through 

the operators of crossover and mutation), Rt includes individuals of Pt, which en-

sures the elite nature of the algorithm NSGAII. Population Rt contains 2N indi-

viduals (it is composed of N parents and N children). Then Rt undergoes a sorting 

using the concept of non-dominance of Pareto. Individuals are grouped into non-

dominated fronts such as F1 represents individuals of rank 1, F2 individuals of 

rank 2, etc ... The next objective is to reduce the number of individuals in the 2N 

population Rt for a population Pt+1 of size N. If the size of F1 is less than N, then 

all F1 individuals are retained. It is the same for the other fronts as long as the 

number of individuals retained does not exceed the size N. If we take the example 

of Figure 1, the fronts F1 and F2 are fully retained but the conservation front F3 

will result in exceeding the size N of the population Pt+1. It must then make a se-

lection of F3 individuals to keep. It is then necessary to make a selection of F3 in-

dividuals to maintain. In this case, NSGAII involves a mechanism for preserving 

the diversity of the population based on the evaluation of the density of individu-

als around each solution through a procedure for calculating the "distance prox-

imity". A low value of the proximity distance for an individual is an individual 

"well surrounded". It then proceeds to a descending sorting according to this dis-

tance proximity to retain individuals F3 front and eliminate individuals from the 

densest areas. This way we complete the population Pt +1. Individuals with ex-

treme values for the criteria are preserved by this mechanism, thereby maintaining 

the external terminals of the Pareto front. 

At the end of this phase, the population Pt+1 is created. Then a new population 

Qt+1 is generated by reproduction from Pt+1. We continue iteratively the proce-

dure described above to the satisfaction of stop criteria set by the user. Generally, 

the NSGAII keeps elitism and diversity without adding additional parameters, 

while using an algorithm attractive in its simplicity with a minimum of parame-

ters. 

4. Learning of RBF NN by the NSGAII:

The NSGA II is used to optimize the structure and parameters of the RBF NN. 

The following two objective functions are chosen: 

• The first function to be optimized (f1) is the number of neuron of the hidden lay-

er of the RBF NN.

• The second function (f2) is the quadratic error which is the difference between

the desired input of the RBF NN and its output.

For that NSGAII must find the best number of neurons in the hidden layer (Nn)

and provide the best connection weights between neurons in the hidden layer and

the output layer, and also find the parameters of the radial function of neurons

hidden layer. In this work we used the radial functions of Gaussian form, and

NSGA II must find the best centers (Ci) and the best widths sigma (Sigi) for these
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functions. The chromosome then contains the number of neurons in the hidden 

layer, Gaussian functions centers and widths of the hidden layer neurons, and the 

weights of connections between the hidden layer and the output layer. 

5. Results of simulation

This method is applied to modeling the BOX and JENKINS system. This process 

considered is a gas-fired boiler with the input the gas at the inlet and the output 

the concentration of released CO2.  The data of  BOX and JENKINS consist of 

296 measurements of input/output [35].   

The RBF NN has two inputs, one output and a hidden layer. The number of neu-

rons in the hidden layer Nn is determined by the NSGA II as well as the centers 

and the widths of the Gaussian functions, and the weights of connection between 

the hidden layer and the output layer.   

The NSGA II optimizes simultaneously Nn and the quadratic cumulated error ec 

given by:   
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Where:   

ec: cumulative error. e(i): instantaneous error. N: length of the simulation sequence 

(the number of data N=296). Yd: the desired out put, Yr: reel output (output of the 

RBF NN model). 

The neural network learning is performed on 100 data of model of Box and Jen-

kins and validation is performed on the remaining data. 

The results obtained which represent the first Pareto front (non dominated indi-

viduals) of the last generation is given in table 1.   

Table 1.  Pareto front 

N° of Indi-

vidual 

Number of 

neurons in 

the hidden 

layer Nn 

Training error 

(100 data) 

et 

Validation error 

(196 data) 

eV 

Global error 

(296 data) 

eg 

1 2 5,4241 11,0611 16,4852 

2 3 4,7137 8,7448 13,4585 

3 4 3,0042 6,1185 9,1227 

4 6 1,0218 3,5033 4,5251 

5 7 0.2043 0.3216 0,5259 

By analyzing this table, we can see that there is a important difference between the 

global error of the individual N ° 7 and the other results, for this we preferred this 



7 

individual whose model of RBF NN is 7 neurons in the hidden layer and with an 

overall error of 0.5259. 

The figure 2 shows the concentration of CO2 released from the output of the boil-

er (desired output yd) and the output of the RBF neural model (yr), figure 3 shows 

the global error, figure 4 represents the training error, and the validation error is 

shown in Figure 5, and the Pareto front "global cumulated error function of the 

number of neurons" is shown in figure 6. 

Fig. 2. The concentration of CO2 released from the output of the boiler (desired output yd) 

and the output of the RBF neural model (yr) 

Fig. 3. The global error 
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Fig. 4. The training error 

Fig. 5. The validation error 

Fig. 6. Pareto front "global cumulated error function of the number of neurons" 

Based on these results, we can conclude that the multi-objective genetic algorithm 

NSGAII gave a good structure of RBF neural network model, with the best num-

ber of neurons in the hidden layer and the best connection weights Between the 
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hidden layer and the output layer, and it also found the best parameters of the radi-

al function of hidden layer neurons, because we see that the RBF neural network 

model output is very close to that of the desired output, with a global error of 

0.5259. 

6. Conclusion

In this work we considered the designed of RBF neural network using the mul-

ti-objective genetic algorithms type NSGAII, by optimizing simultaneously two 

objective functions: the first function is the quadratic cumulatively error, which is 

the difference between the desired signal and the RBF NN model output signal, 

and the second is the number of neurons in the hidden layer, thereby the NSGA II 

chromosome contains the number of neurons in the hidden layer, Gaussian func-

tions centers and widths of the hidden layer neurons, and the weights of connec-

tions between the hidden layer and the output layer. At the end of the evolution of 

this algorithm off-line, we have a set of RBF models which forming the final Pare-

to front, and includes all allowed results, and ensuring the predefined criteria. This 

optimization technique is applied to modeling a nonlinear system which is the 

BOX and JENKINS process. It’s a gas-fired boiler with the input the gas at the in-

let and the output the concentration of released CO2. The results show that using 

NSGAII to optimize the RBF NN provides a good model, these results are very 

satisfying. 
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